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What this course is about

I Interface between statistics and computer science

I Closely related to machine learning, data mining, and data
analytics

I Aim at the design of algorithm for implementing statistical
methods on computers



Major components

I Optimization tools for statistics
I First order and second order methods for likelihood
I Expectation-maximization methods

I Parametric methods
I Gaussian mixture model (GMM)
I Hidden Markov model (HMM)
I Model selection and cross validation

I Non-parametric methods
I Principle component analysis and low-rank models
I splines and approximation of functions
I Bootstrap and resampling
I Monte Carlo methods



Statistics
data: images, video, audio, text, etc. sensor networks, social
networks, internet, genome.

statistics provide tools to
I model data

e.g. distributions, Gaussian mixture models, hidden Markov
models

I formulate problems or ask questions
e.g. maximum likelihood, Bayesian methods, point estimators,
hypothesis tests, how to design experiments

My	Research	Interests
• My	research	is	motivated	by	data-analytic	
problems	in	big	“sensor”	networks
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Consumers’ use of social media to learn about brands and make purchase decisions has risen substantially in 
just the past year – yet varies by category – according to research by Knowledge Networks and MediaPost 
Communications. Tapping into the syndicated findings from The Faces of Social MediaSM, marketers can 
better understand how to listen and learn from segments most influenced by social media. 

BY ALBINA ITSKHOKI

Social Media’s (SoMe) relationship with pharmaceutical 
companies has been complicated. In 2010 the FDA sent 
22 warning letters to pharma companies triggered by 

their use of SoMe and digital marketing. And Facebook gave 
pharma marketers pause when it announced that it would no 
longer allow comments to be disabled on brand pages, raising 
the possibility that Facebook users could post comments about 
side effects, off-label uses and other topics that would trigger 
adverse event reporting. FDA’s DDMAC (now OPDP) has 
continually postponed providing clear guidance to marketers 
on how to approach SoMe.

Yet Rx and OTC marketers are using SoMe, frequently 
with a more subtle approach than traditional advertising. Sano-
fi, Boehringer-Ingelheim and Novo Nordisk, for example, 
have all launched programs that encompass SoMe to help dia-
betes patients manage their condition. The medium’s inherent 
ability to enable pharmaceutical firms to hear points of view 

and ideas, build relationships and sustain deeper, more personal 
connections is ideally suited to pharma marketers’ goals; but 
the uncontrolled nature of the conversation poses regulatory 
concerns.

The medium is not going to go away, people will use it 
to not just talk to their friends, but become fans of pharma 
brands; and the concern in some pharma firms also will not 
go away. So, what should Rx firms harness from SoMe infor-
mation that enables them to understand how it influences 
treatment choices? Developed by Knowledge Networks and 
MediaPost Communications, The Faces of Social MediaSM 
clarifies the marketing consequences of SoMe for purchase 
decisions across product categories, including Rx and OTC 
medications, among six SoMe segments. 

SoMe usage trends
The time is right to consider this marketing and research 

question, as SoMe is becoming an essential part of consumers’ 

Social Media Influence: Foundational 
Learning for Pharmaceutical Firms
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Statistics needs computing

I once the problem has been formulated, we have to solve and
problem and this relies on computing

I the forms of the mathematical problem does not relate to how
to solve it

I computing: find efficient algorithms to solve them
e.g. maximum likelihood requires finding maximum of a cost
function

I “Before there were computers, there were algorithms. But
now that there are computers, there are even more algorithms,
and algorithms lie at the heart of computing. ”

Algorithm

(loosely speaking) a method or a set of instructions for doing
something...
A program is a set of computer instructions that implement the
algorithm.



computational statistics vs. optimization

I choosing decision parameter value to minimize the decision
risk

Example: linear regression

(xi, yi), i = 1, . . . , n.
Risk function: R(a, b) =

∑n
i=1(yi − (axi + b)2

(â, b̂) = arg min
a,b

R(a, b)



I choosing parameter value according to maximum likelihood

Example: maximum likelihood

I θ: parameter, x: data

I log-likelihood function `(θ|x) , log f(x|θ)

θ̂ML = arg max
θ
`(θ|x)

I drop dependence on x, but remember that `(θ) is a function
of data x

I Simplest setting: maximize the log-likelihood function by
setting d`(θ)

dθ = 0

How to find a solution to the optimization problem? Is there is a
global solution, or there are many local solutions?



computational statistics vs. linear algebra

I A common data structure for statistical analysis is the
rectangular array: a matrix

I the property of the matrix says a lot about the structure of
the data

observations

variables

observations

variables

High-dimensional	 statisticsCommon	 statistics..



How to solve large linear systems

y = Ax

I linear regression: A data matrix; y vector of response
variables, we need to solve (AᵀA)−1Aᵀy

I directly compute matrix inverse may not be practical

I needs various regularization to obtain good solution

Example: big data challenge

The Human Genome Project has made great progress toward the
goals of identifying all the 100,000 genes in human DNA. With 10
patients, A is of size 10 by 100,000.





Statistics needs computing - II

I many realistic models are not as mathematically tractable, we
may use computationally intensive methods involving
simulation, resampling of data etc.

Example

simple Bayesian inference
x ∼ N (µ, σ2), µ ∼ N (θ, τ2)

posterior distribution µ|x ∼ N ( τ2

τ2+σ2x+ σ2

σ2+τ2
θ, σ2τ2

σ2+τ2
)

But in other case
x ∼ N (µ, σ2), µ ∼ Unif[0, 1], posterior distribution µ|x is not any
known distribution



Statistics needs computing - III

I to discover structure in the data: gaps, gaps, clusters,
principle components, rank, linear relationship between
variables, etc.

3 3 

Summer Research Description 

•  Title: Sequential change-point detection for 
structured high-dimensional streaming data 

•  Objective:  Developing new computationally efficient 
and statistically powerful algorithms to detecting 
changes online.  

– Subspace structure 

– Partially observable data 

– Data dynamic 

– Distributed processing 

•  Collaborators: Dr. Matthew Berger, Dr. Lee Seversky, 
Dr. Lauren Hue-Seversky 

e.g. Swarm behavior  
change detection 
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Example: Netflix Problem

I Netflix database: About 1,000,000 users and 25, 000 movies

I Quantized moving ratings (e.g, 1,2,3,4,5)

I Observe a subset of entries (sparsely sampled)



Guess the missing ratings?
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Matrix completion

Matrix M ∈ Rn1×n2

Observe subset of entries

Can we guess the missing entries?
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Regularized maximum-likelihood estimator

I log-likelihood function for categorical matrix completion

FΩ,Y (X) ,
∑

(i,j)∈Ω

K∑

k=1

I[Yij=ak] log(fk(Xij)).

I Nuclear norm regularization likelihood function

M̂ = arg max
X∈S

FΩ,Y (X),

S ,
{
X ∈ Rd1×d2+ : ‖X‖∗ ≤ α

√
rd1d2,

−α ≤ Xij ≤ α,∀(i, j) ∈ [d1]× [d2]} ,



Optimization problem

I non-convex optimization problem

min
M∈Γ

f(M) + λ‖M‖∗

matrix completion f(M) = −∑
(ij)∈Ω log p(Yij |Mij)

Γ: set of feasible estimators

exact algorithm:
Semidefinite program (SDP)

O(d4)

approximate algorithm:
singular value thresholding

O(d3)





Another example: HMM algorithm



Hidden Markov Model



Formalism



Decoding

Viterbi algorithm



computing needs statistics



The age of big data



“danger” of big data



Uncertainty quantification for algorithms

I many machine learning algorithms, little tools for uncertainty
quantification (“error bars”)

I Many open research problems



Example: bootstrap

I idea: in statistics, we learn about characteristics of the
population by taking samples.

I bootstrapping learns about the sample characteristics by
taking resamples and use the information to infer to the
population

I resample: we retake samples from the original samples

I calculate the standard error of an estimator, construct
confidence intervals, and many other uses


