Lecture 3: Analysis of simple algorithms

e Quicksort and its complexity

e Bisection and its complexity

Prof. Yao Xie, ISyE 6416, Computational Statistics, Georgia Tech



Quicksort algorithm

e a vector of numbers ¢ of length n, start location for sort p, end location
for sort q

e a recursive algorithm using “divide-and-conquer”

e quicksort peudocode

quicksort(c, p, q)

r := findpivot(c, p, q)
quicksort(c, p, r-1)
quicksort(c, r+1, q)

Demo: http://me.dt.in.th/page/Quicksort/

Prof. Yao Xie, ISyE 6416, Computational Statistics, Georgia Tech 1



(a) |2871356

Pl r
(b) 8713564
Pl r
© 2Bl T113]5 64

Dyl J
) z-l 30564

p i J r
©) 21-3564
P i J r
) 213-z6|4
P : J r
o ([T} ]
p i r
o (2] S
P [ r
e B

Prof. Yao Xie, ISyE 6416, Computational Statistics, Georgia Tech



Complexity

e analysis of algorithm: to determine the amount of resources (time and
storage) needed to execute an algorithm

e time complexity: count the # of operations (flops)

e asymptotic analysis and big O notation
e.g. f(n)=9logn+ 5(logn)’ + 3n?+2n3 = O(n?), as n —

e average complexity of quicksort algorithm: O(nlogn)
Proof
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Bisection

e for a non-decreasing function g(x), find x such that g(z) =0

e bisection:

— start with g(a) < 0 < g(b)

— take ¢ = 3(a +b)

— if g(c¢) < 0, consider right half interval [c, b]
— if g(c¢) > 0, consider left half interval [a, c]

— repeat the above corresponding subinterval
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g(x)

c=1/2(a+b)
e after n iterations, the final bracketing interval has length 27"(b — a)

e the solution ( “crossing point”) is included in this interval

e the length of the interval converges to 0 as n — oo (exponential
convergence rate)
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