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Abstract

This paper considers the deadlock avoidance problem for the class of conjunctive /

disjunctive (sequential) resource allocation systems (C/D-RAS), which allows for multiple

resource acquisitions and flexible routings. First, a new siphon-based characterization for

the liveness of Petri nets (PN’s) modeling C/D-RAS is developed, and subsequently, this

characterization facilitates the development of a polynomial-complexity deadlock avoidance

policy (DAP) that is appropriate for the considered RAS class. The resulting policy is char-

acterized as C/D-RUN, since the starting point for the policy development was motivated

by the RUN DAP, originally developed for sequential RAS with unit resource allocations

and no routing flexibility. The last part of the paper exploits the aforementioned siphon-

based characterization of C/D-RAS liveness, in order to develop a sufficiency condition for

C/D-RAS liveness that takes the convenient form of a Mixed Integer Programming (MIP)

formulation. The availability of this MIP formulation subsequently allows the “automatic”

correctness verification of any tentative C/D-RAS DAP for which the controlled system

behavior remains in the class of PN’s modeling C/D-RAS, and the effective flexibility en-

hancement of the aforementioned C/D-RUN DAP implementations. Finally, we notice that,

in addition to extending and complementing the current theory on deadlock-free sequential

resource allocation to the most powerful class of C/D-RAS, the presented results also (i)

non-trivially generalize important concepts and techniques of ordinary PN structural analy-

sis to the broader class of non-ordinary PN’s, while (ii) from a practical standpoint, they

can find direct application in the (work-)flow management of modern production, service

and/or transportation environments.
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1 Introduction

Deadlock avoidance in (sequential) resource allocation systems (S-RAS) is a well-defined prob-

lem in Discrete Event System literature. From a theoretical standpoint, the problem arises in

any resource sharing system where a set of concurrently executing sequential processes can get

permanently blocked – i.e., deadlocked – due to the fact that each process in that set is allocated

and holds resource(s) requested by some other process in the set for its further advancement.

From a practical standpoint, the problem is experienced in the operational control of many

contemporary technological systems, including the material flow control of flexibly automated

production systems, the traffic management of unmanned discrete material handling systems

like automated and/or rail guided vehicle systems, and the traffic control of railway and urban

monorail transport systems. In all of these systems, the resolution of a developed deadlock can

imply a major disruption of the (normal) system operation, while during its occurrence, the uti-

lization of the involved resources is driven to zero. It is, therefore, desirable that the controller

supervising the real-time operation of these systems incorporates a control function that fore-

sees and effectively prevents the occurrence of the problematic deadlock states, by appropriately

restricting the allocation of the system resources to the various requesting processes.

Ideally, due to performance considerations, the aforementioned deadlock avoidance function

should be carried out in the least restrictive way. However, it has been formally established

[1] that, in the general case, implementation of the optimal – i.e., least restrictive – deadlock

avoidance policy (DAP) is an NP-Hard [9] problem for the considered class of S-RAS. Hence,

in the light of this result, one should aim at the development of suboptimal, but computation-

ally efficient – i.e., polynomial complexity – deadlock avoidance policies, which still maintain

a significant level of operational flexibility.1 It has also been found that the complexity of

the synthesis of effective and efficient deadlock avoidance policies for the considered class of

resource allocation systems strongly depends on the underlying system structure and the par-

ticular assumptions regarding the admissible resource allocation requests. A taxonomy that

attempts to manage the problem complexity by classifying S-RAS on the basis of the resource

allocation request structure is presented in [17]. According to that taxonomy, S-RAS are clas-

sified in four major classes: (i) Single-Unit (SU) RAS, in which every process stage requires

only a single unit of a single resource for its successful execution, (ii) Single-Type (ST) RAS,

in which every process stage requires an arbitrary number of units of a single resource for its

successful execution, (iii) Conjunctive (C) RAS, in which every process stage requires an arbi-

trary number of units from an arbitrary resource (sub-)set for its successful execution, and (iv)
1Another interesting research line in the area of Deadlock Avoidance for S-RAS has sought to identify special

system structure that admits polynomial complexity optimal deadlock avoidance; c.f. [11] for an overview of

these results.
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Conjunctive / Disjunctive (C/D) RAS, in which every process stage poses a finite number of

alternative conjunctive-type resource requests. Notice that the class of C/D-RAS incorporates

the most general resource allocation schemes, allowing for, both, multiple resource acquisitions

and flexible routings. Presently, systematic study of the class of C/D-RAS and its underlying

behavioral dynamics is not only theoretically interesting, but also practically important, since

emerging technological applications are expected to support high degree of resource sharing and

flexibility, which, in turn, leads to more efficient utilization of the system resources.2

Past research has addressed successfully the aforestated deadlock avoidance problem pri-

marily in the context of single-unit resource allocation (SU-RAS). Some indicative results can

be found in [2, 16, 22, 8, 12]. Of particular interest to the work presented in this paper are

the developments presented in [7, 5, 14], which also leverage recently obtained results in the

area of Petri Net (PN) structural analysis. Specifically, the results presented in [7, 5] have

established that for the case of single-unit resource allocation, the occurrence of deadlock can

be structurally explained in the PN formalism through the concept of empty siphon, while the

work in [14] develops an analytical framework that exploits this deadlock characterization in

order to effectively generalize / enrich the class of effectively computable DAP’s that are appro-

priate for SU-RAS. Recently, the work of [20] has also shown that the empty siphon can be the

deadlock interpreting mechanism even in the case of C/D-RAS, in which, however, resources

are acquired one unit at a time. Attempts to generalize the notion of empty siphon towards the

interpretation of deadlock occurring in the general C/D-RAS have been presented in [3, 19],

but the siphon constructs proposed in those works fail to establish a complete resolution of this

problem, in the form of a siphon-based necessary and sufficient condition for C/D-RAS liveness,

while the developed solutions to the underlying deadlock avoidance problem present very high

computational complexity.

In the context of the aforementioned research developments, and motivated by the above

remarks, the work presented in this paper makes the following key contributions:

i. First, it provides a complete PN-based structural characterization of C/D-RAS liveness

through a new siphon construct, that effectively extends the notion of empty siphon to

non-ordinary Petri nets.

ii. Subsequently, it employs the C/D-RAS liveness characterization derived in Step (i), to-

wards the DAP development for the considered RAS class. A key advantage and distin-

guishing characteristic of this policy with respect to (w.r.t.) similar attempts existing in

the literature, is that it presents polynomial-time complexity for its initial development
2For an extensive discussion on the applicability of the theoretical results presented in this paper to the

management of the material and auxiliary tool (reticle) flow in the context of the emerging, flexibly automated

300mm fab, the reader is referred to [15].
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and run-time execution. Furthermore, since the starting point for the policy development

has been the RUN DAP, which was originally developed in [16] for SU-RAS, the resulting

policy will be called C/D-RUN.

iii. Finally, the last part of the paper exploits the derived siphon-based liveness characteriza-

tion of C/D-RAS, in order to develop a sufficiency test for the correctness of any tentative

C/D-RAS DAP that can be expressed as a set of invariant-imposing “control” places, su-

perimposed to the PN modeling the original (uncontrolled) RAS behavior.3 This test

takes the convenient form of a Mixed Integer Programming (MIP) [21] formulation, and

therefore, it can support “automatic” DAP correctness verification in the considered RAS

context. From a practical standpoint, this part of the work allows the potential enrich-

ment of the space of effectively computable and computationally efficient DAP’s for any

given C/D-RAS configuration with additional policies, beyond the class generated by the

C/D-RUN defining logic. Furthermore, it is shown that a pertinent combination of the

C/D-RUN defining logic with the capabilities and computational effectiveness of this new

DAP correctness verification tool, can lead to the systematic development of variations of

the original C/D-RUN DAP, that are characterized by enhanced operational flexibility.

The rest of the paper is organized as follows: Section 2 revises the basic concepts of PN-

based modeling and analysis, and it develops a PN-based characterization of the C/D-RAS

structure and behavior, by defining a new PN subclass to be known as the class of S3PGR2

nets. Section 3 investigates the liveness properties of S3PGR2 nets, and establishes their strong

relationship to the development of a new siphon construct, to be known as the deadly marked

siphon. Section 4 exploits the findings of Section 3 towards the development of C/D-RUN, a

polynomial-complexity DAP able to support deadlock and induced deadlock-free operation in

the C/D-RAS context. Section 5 first develops a MIP-based characterization for the existence

of deadly marked siphons in any given marking of a structurally bounded non-ordinary PN, and

subsequently, it extends this criterion to a sufficiency condition for the liveness of PN’s modeling

C/D-RAS. Furthermore, the last part of this section discusses how the derived liveness test for

C/D-RAS can support the flexibility enhancement of any C/D-RUN implementation, and the

correctness verification of other tentative DAP’s such that the PN modeling the controlled

system behavior belongs to the class of S3PGR2 nets. Finally, Section 6 concludes the paper

and suggests directions for future research.
3Such are the policies developed, for instance, in [7, 3, 14].
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2 Petri Net-based Modeling of C/D-RAS

This section first revises the Petri net (PN) related concepts that are necessary for the formal

modeling and analysis of the considered class of C/D-RAS, and subsequently, it provides a

detailed characterization of the PN structure modeling the considered resource allocation envi-

ronments. Some excellent more extensive treatments of the Petri net modeling framework and

the structural and behavioral analysis of the resulting models can be found in [13, 6].

Petri net preliminaries A marked Petri Net is defined by a quadruple N = (P, T,W, M0),

where P is the set of places, T is the set of transitions, W : (P ×T )∪ (T ×P ) → Z+ is the flow

relation, and M0 : P → Z+ is the net initial marking, assigning to each place p ∈ P , M0(p)

tokens. In the special case that the flow relation W maps onto {0, 1}, the Petri net is said to be

ordinary . The set of input (resp., output) transitions of a place p is denoted by •p (resp., p•).

Similarly, the set of input (resp., output) places of a transition t is denoted by •t (resp., t•).

This notation is also generalized to any set of places or transitions, X, e.g. •X =
⋃

x∈X
•x. The

ordered set X =< x1 . . . xn > ⊆ P ∪ T is a path, if and only if (iff) xi+1 ∈ x•i , i = 1, . . . , n− 1.

Furthermore, a path X is characterized as a circuit iff x1 ≡ xn. Finally, if ∀t ∈ T , |t•| = |•t| =
1, the PN is called a state machine.

Given a markingM , a transition t is enabled iff ∀p ∈ •t,M(p) ≥W (p, t), and this is denoted

by M [t〉. t ∈ T is said to be disabled by p ∈ •t at M iff M(p) < W (p, t). Furthermore, a place

p ∈ P for which ∃t ∈ p• s.t. M(p) < W (p, t) is said to be a disabling place at M . Firing an

enabled transition t results in a new markingM ′, which is obtained by removingW (p, t) tokens

from each place p ∈ •t, and placing W (t, p′) tokens in each place p′ ∈ t•. The set of markings

reachable from M0 through any fireable sequence of transitions is denoted by R(N ,M0). A

marked PN N with initial marking M0 is said to be bounded iff all markings M ∈ R(N ,M0)

are bounded, while N is said to be structurally bounded iff it is bounded for any initial marking

M0.

In case that a marked PN is pure (i.e., ∀(x, y) ∈ (P × T ) ∪ (T × P ), W (x, y) > 0 ⇒
W (y, x) = 0), the flow relation can be represented by the flow matrix Θ = Θ+ − Θ− where

Θ+[p, t] =W (t, p) and Θ−[p, t] =W (p, t). A p-semiflow y is a |P |-dimensional vector satisfying

yTΘ = 0 and y ≥ 0, and a t-semiflow x is a |T |-dimensional vector satisfying Θx = 0 and

x ≥ 0. A p-semiflow y (t-semiflow x, resp.) is said to be minimal iff � ∃ a p-semiflow y′ (t-

semiflow x′, resp.) such that ‖y′‖ ⊂ ‖y‖ (‖x′‖ ⊂ ‖x‖, resp.), where ‖y‖ = {p ∈ P | y(p) > 0} (

‖x‖ = {t ∈ T | x(t) > 0}, resp.).
Given a marked PN N = (P, T,W,M0), a transition t ∈ T is live iff ∀M ∈ R(N ,M0),∃M ′ ∈

R(N ,M) s.t. M ′[t〉, and t ∈ T is dead at M ∈ R(N ,M0) iff � ∃M ′ ∈ R(N ,M) s.t. M ′[t〉. A

markingM ∈ R(N ,M0) is a (total) deadlock iff ∀t ∈ T, t is dead. A marked PN N is quasi-live
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iff ∀t ∈ T,∃M ∈ R(N ,M0) s.t. M [t〉, it is weakly live iff ∀M ∈ R(N ,M0),∃t ∈ T s.t. M [t〉, and
it is live iff ∀t ∈ T , t is live. Of particular interest for the liveness analysis of marked PN is

a structural element known as siphon, which is a set of places S ⊆ P such that •S ⊆ S•. A

siphon S is minimal iff � ∃ a siphon S′ s.t. S′ ⊂ S. A siphon S is said to be empty at marking

M iff M(S) ≡ ∑
p∈SM(p) = 0.

C/D-RAS and their PN-based modeling For the purposes of this work, the Conjunc-

tive/Disjunctive (C/D) RAS is formally defined by a set of resource types R = {Ri, i =

1, . . . ,m}, and a set of job types J = {Jj , j = 1, . . . , n}. Every resource type Ri is further

characterized by its capacity Ci ∈ Z+, where Z+ is the set of positive integers. Job type Jj is

defined by a set of stages {pjk, k = 1, . . . , λj}, that is partially ordered through a set of precedence
constraints. Furthermore, each job stage pjk is associated with a conjunctive resource alloca-

tion requirement, formally expressed by anm-dimensional vector apjk
, with apjk

[i], i = 1, . . . ,m,

indicating how many units of resource Ri are required to support the stage execution.

In the Petri net modeling framework, the workflow logic associated with job type Jj , and

encoded in the partial ordering of the corresponding stage set {pjk}, is represented by a partic-

ular net structure, known as Simple Sequential Process (S2P ) [7]. This net structure is formally

defined by an ordinary strongly connected state machine Nj = (PSj ∪ {p0j}, Tj ,Wj) such that

(i) PSj �= ∅, p0j �∈ PSj , and (ii) every circuit of Nj contains {p0j}. Each place p ∈ PSj corre-

sponds to a job stage of Jj , while place p0j is characterized as the idle place, since its marking

corresponds to jobs waiting to initiate the execution of the considered job type. Furthermore, in

order to facilitate the subsequent developments, we define the descendant set of a place (equiv.,

stage) p ∈ PSj , by Dp = {q ∈ PSj | ∃ a path π =< p, . . . , q > s.t. p0j �∈ π}. Similarly, the set of

resources supporting the execution of stage p ∈ PSj is denoted by Qp = {Ri ∈ R | ap[i] > 0}.
Obviously, the entire set of resource allocation sequences according to which a job instance of

type Jj can be executed, is given by the number of circuits in net Nj that are starting from

place p0j .
4

The PN-based modeling of the resource allocation dynamics taking place in the C/D-RAS

class is completed by interconnecting the state machines modeling the various system job types,

through resource places, modeling the availability of the various resource types (similar to the

resource allocation modeling nets of [2, 7, 5]). The resulting PN class is characterized as System

of Simple Sequential Processes with General Resource Requirements, and it will be denoted by
4Notice that the notion of disjunction implied by this statement is more general – i.e., subsumes – the notion

of disjunction defined in the taxonomy of [17]. Specifically, the C/D-RAS model proposed herein allows for the

representation of job types in which the execution of a certain stage through a particular alternative constrains

the ways in which the remaining processing will be carried out; this behavior is not covered by the C/D-RAS

class defined in [17].
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S3PGR2. Formally, it is defined as follows:

Definition 1 A well-marked S3PGR2 net is a marked PN N = (P, T,W,M0) such that

i. P = PS ∪ P0 ∪ PR, where PS =
⋃n

j=1 PSj s.t. PSi ∩ PSj = ∅,∀i �= j, P0 =
⋃n

j=1{p0j} s.t.
P0 ∩ PS = ∅, and PR = {r1, . . . , rm} s.t. (PS ∪ P0) ∩ PR = ∅.

ii. T =
⋃n

j=1 Tj .

iii. W = WS ∪ WR, where WS : ((PS ∪ P0) × T ) ∪ (T × (PS ∪ P0)) → {0, 1} s.t. ∀j �=
i, ((PSj ∪ P0j )× Ti) ∪ (Ti × (PSj ∪ P0j )) → {0}, and WR : (PR × T ) ∪ (T × PR) → Z+.

iv. ∀j, j = 1, . . . , n, the subnet Nj generated by PSj ∪{p0j}∪Tj is a strongly connected state

machine such that every circuit contains {p0j}.

v. ∀r ∈ PR, ∃ a unique minimal p-semiflow yr s.t. ‖yr‖ ∩ PR = {r}, ‖yr‖ ∩ P0 = ∅,
‖yr‖ ∩ PS �= ∅, and yr(r) = 1. Furthermore, PS =

⋃
r∈PR

(‖yr‖ − PR).

vi. N is pure and strongly connected.

vii. ∀p ∈ PS , M0(p) = 0; ∀r ∈ PR, M0(r) ≥ maxp∈‖yr‖yr(p); and ∀p0j ∈ P0, M0(p0j ) ≥ 1.

We note that the proposed S3PGR2 net structure is a weighted generalization of the ES3PR

net, proposed in [20]. As in [20], let the set of holders of a resource place r (∈ PR) be defined

by H(r) = ‖yr‖ − {r}. Then, given an S3PGR2 net representing a C/D-RAS, it follows that

∀ri ∈ PR,
∑

p∈{ri}∪H(ri) yri(p) ·M(p) =M0(ri) ≡ Ci.

Finally, the subsequent theoretical developments involve also the notion of the modified

S3PGR2 markings, formally defined as follows:

Definition 2 Given a well-marked S3PGR2 net N = (PS ∪ P0 ∪ PR, T,W,M0) and M ∈
R(N ,M0), the modified marking M is defined by

M(p) =



M(p) if p �∈ P0

0 otherwise
(1)

Furthermore, the set of all modified markings induced by the reachable markings is defined by

R(N ,M0) = {M | M ∈ R(N ,M0)}

Example 1 (modified from [20]) Figure 1 shows the S3PGR2 net representing a C/D-RAS

consisting of three resource types R1, R2, and R3, with capacities C1 = C2 = 4, C3 = 2, and sup-

porting two job types J1 and J2. Job type J1 (resp., J2) is defined by the set of partially ordered

job stages {p11, p12, p13, p14, p15} (resp., {p21, p22, p23, p24}). The conjunctive resource require-

ments associated with the various job stages are as follows: ap11 = (2, 0, 0), ap12 = (3, 0, 0),
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Figure 1: An example S3PGR2 net

ap13 = (1, 0, 1), ap14 = (4, 0, 0), ap15 = (0, 1, 0), ap21 = (0, 1, 0), ap22 = (0, 3, 0), ap23 =

(1, 0, 0), and ap24 = (0, 1, 1). Hence, Qp11 = Qp12 = Qp14 = Qp23 = {R1}, Qp13 = {R1, R3},
Qp15 = Qp21 = Qp22 = {R2}, and Qp24 = {R2, R3}. Also, Dp11 = {p12, p13, p14, p15}, Dp12 =

{p13, p14, p15}, Dp13 = {p15}, Dp14 = {p15} , Dp15 = ∅, Dp21 = {p22, p23, p24}, Dp22 = {p23, p24},
Dp23 = ∅, and Dp24 = ∅. Finally, assuming that places are ordered in the flow matrix Θ accord-

ing to the sequence < p10, p11, p12, p13, p14, p15, p20, p21, p22, p23, p24, r1, r2, r3 >, the p-semiflows

corresponding to the system resource types are: y1 = < 0, 2, 3, 1, 4, 0, 0, 0, 0, 1, 0, 1, 0, 0 >T ,

y2 = < 0, 0, 0, 0, 0, 1, 0, 1, 3, 0, 1, 0, 1, 0 >T , and y3 = < 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1 >T . �

3 Liveness Analysis of the S3PGR2 Net

In this section we derive some important properties related to the liveness of the S3PGR2

net. It turns out that the net (non-)liveness is strongly dependent on the development of a

special structure in the net dynamics expressed by the modified reachability space, that will

be characterized as a deadly marked siphon. A formal characterization of this concept is as

follows:

Definition 3 Consider a marked PN N = (P, T,W, M0). A siphon S ⊆ P is said to be deadly
marked at M ∈ R(N ,M0) iff ∀t ∈ •S, t is disabled by some p ∈ S.

Furthermore, an immediate implication of Definition 3 is the following:

Lemma 1 Consider a marked PN N = (P, T,W,M0), and let S ⊆ P be a deadly marked siphon

at M ∈ R(N ,M0). Then, (i) ∀t ∈ •S, t is a dead transition in M , and (ii) ∀M ′ ∈ R(N ,M),

S is deadly marked.
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Hence, the concept of deadly marked siphon established by Definition 3, is a generalization

to the class of non-ordinary Petri nets of the concept of empty siphon that has been employed

in the structural analysis of ordinary Petri nets.5 Indeed, the rest of this section establishes

that the (non-)liveness of S3PGR2 nets can be attributed to the development of a particular

type of deadly marked siphons in the underlying net dynamics characterized by the space of

modified reachable markings. We derive this result through a series of lemmata.

The first lemma in this series is a straightforward implication of Definition 1:

Lemma 2 Let N = (P, T,W,M0) be a well-marked S3PGR2 net. Then, N is quasi-live.

Proof: Consider t ∈ Ti, i ∈ {1, . . . , n}. Item 4 in Definition 1 implies that there exists a path

π =< p0i . . . t >. Furthermore, item 7 in Definition 1 implies that the firing sequence σ that

fires each transition in path π once, and in the order defined by path π, is feasible in M0. �
Lemma 2 has, in turn, the following implication:

Lemma 3 Let N = (P, T,W,M0) be a well-marked S3PGR2 net. If there exists a dead tran-

sition at M ∈ R(N ,M0), then M0 �∈ R(N ,M).
5While the notion of empty siphon has been very useful for explaining non-liveness in many ordinary PN

classes, including the existence of (partial) deadlock in RAS classes where acquisition of each resource type is

limited to one unit at a time, it fails to effectively characterize deadlock in the considered C/D-RAS class, since

the operational characteristic of multiple resource acquisitions allows a partial deadlock to occur even if there is

no empty siphon. As it was mentioned in the Introduction, the works presented in [4, 19] have also attempted

to generalize the notion of empty siphon to non-ordinary Petri nets. Specifically, the work in [4] proposes the

concept of the max-marked siphon: Given a marked Petri net N = (P, T, W,M0), a siphon S ⊆ P is said to be

max-marked at M ∈ R(N ,M0) iff ∃p ∈ S s.t. M(p) ≥ maxp• , where maxp• = maxt∈p•W (p, t). Furthermore,

a marked PN N is said to satisfy the max-cs property if ∀M ∈ R(N ,M0), every siphon is max-marked. More

recently, the work presented in [3] has established that S3PGR2 nets that satisfy the max-cs property, are live.

However, it can be shown that the max-cs property of [4], is only a sufficient condition for the liveness of S3PGR2.

The work in [19] attempts to extend the notion of empty siphon only for the class of S3PGR2 nets (or, in the

authors’ terminology, S4PR nets). Hence, [19] introduces a siphon-based necessary condition for the presence

of dead transitions in the net dynamics (and therefore, deadlock in the dynamics of the underlying RAS), but

it fails to establish that this is a complete (i.e., necessary and sufficient) characterization of C/D-RAS deadlock.

Furthermore, none of the aforementioned works provides a polynomial-complexity solution to the control problem

of C/D-RAS deadlock avoidance.

On the other hand, in this section we show that the concept of the deadly marked siphon introduced in

Definition 3 provides the basis for a sufficient and necessary condition for the liveness of the considered net class.

Furthermore, in the next section, this novel characterization of liveness facilitates also the development of an

(computationally) efficient deadlock avoidance policy for the considered class of C/D-RAS. Finally, Section 5

exploits the same characterization in order to develop an algebraic liveness test for PN’s modeling C/D-RAS,

which can further function as an “automatic” correctness verification tool for a large class of DAP’s proposed

for these RAS.
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Proof: Let t be a dead transition at M . SupposeM0 ∈ R(N ,M). Then, from Lemma 2, there

exists M ′ ∈ R(N ,M0) s.t. M ′[t〉, which is a contradiction. �
The next lemma relates the notion of total deadlock in well-marked S3PGR2 nets to the

notion of deadly marked siphon.

Lemma 4 Let N = (P, T,W,M0) be a well-marked S3PGR2 net. If marking M ∈ R(N ,M0)

is a total deadlock, then there exists a deadly marked siphon at M .

Proof: Since all transitions are dead at M , ∀t ∈ T , t is disabled by some p ∈ P . Let S be the

set of disabling places. Since S• = T , •S ⊆ S•. Therefore, S is a siphon. It is clear that S is

deadly marked from the construction. �
Although the notion of deadly marked siphon is adequate for characterizing total deadlocks

developing in S3PGR2 nets and the underlying C/D-RAS, the siphon-based characterization

of partial deadlocks developing in these systems, requires a more elaborate siphon construct.

The next lemma and the ensuing theorem establish this result.

Lemma 5 6 Let N = (P, T,W,M0) be a well-marked S3PGR2 net. If there exists a dead

transition at M ∈ R(N ,M0), then there exists a marking M ′ ∈ R(N ,M) with its modified

marking M ′ containing a deadly marked siphon, S, such that (i) S ∩ PR �= ∅, and (ii) every
place in S ∩ PR is a disabling place.

Proof: From the fact that there exists a dead transition at M , it is easy to see that, by firing

only transitions in T−P •
0 , N can reachM ′ ∈ R(N ,M) at which ∀p ∈ PS s.t. M ′(p) ≥ 1, ∀t ∈ p•,

t is dead (otherwise,M0 can be reached fromM by firing non-dead transitions, which contradicts

Lemma 3). Let B = {p ∈ PS | M ′(p) ≥ 1}. B �= ∅ (otherwise, M ′ = M0). Consider the set of

places S = SR∪SP1∪SP2, where SR =
⋃

p∈B

⋃
t∈p•{r ∈ •t∩PR | M ′(r) < W (r, t)}, SP1 = {p ∈

PS | p ∈ H(SR) ∧M ′(p) = 0}, and SP2 =
⋃

{i:∃t∈•p,p∈(PSi
∩SP1)∧•t∩SP1=∅∧∀r∈•t∩SR,M ′≥W (r,t)} PSi

∪{p0i}. The definitions of M ′, B and SR, together with the fact that ∀t, |•t ∩ Ps| ≤ 1, imply

that the set of disabling resource places SR �= ∅. Next we show that S is a deadly marked

siphon, by considering the following cases:

Case 1: t ∈ •SR. Let r ∈ t• ∩ SR. The net purity and the selection of t also imply that •t

∩P0 = ∅. Let {p} = •t ∩PS . Obviously, p ∈ H(r). We consider two sub-cases: (i) M′(p) = 0 :

Then, p ∈ SP1, t ∈ S•
P1 ⊆ S•, and t is disabled by p ∈ S. (ii) M′(p) ≥ 1 : From the definition

of M ′, t is dead. It follows that ∃r′ s.t. M ′(r′) < W (r′, t). But then, r′ ∈ SR, t ∈ S•
R ⊆ S•,

and t is disabled by r′ ∈ S.
Case 2: t ∈ •SP1. Let p ∈ t• ∩ SP1. We consider three sub-cases: (i) � ∃r ∈ SR s.t. t ∈ r• :

∃p′ s.t. M ′(p′) = 0 ∧ t ∈ p′• (otherwise, M ′(p′) ≥ 1, which contradicts the deadness of t).
6We would like to thank Drs. Tricas and Ezpeleta for pointing out a problem in the original version of this

result.
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Furthermore, p ∈ SP1 implies ∃r′ s.t. p ∈ H(r′) ∧ r′ ∈ SR, and by the sub-case assumptions,

t �∈ r′• . Therefore, p′ ∈ H(r′), which implies that p′ ∈ SP1. It follows, then, that t ∈ S•
P1 ⊆ S•,

and t is disabled by p′ ∈ S. (ii) ∃r ∈ SR s.t. t ∈ r• ∧M′(r) <W(r, t) : t ∈ S•
R ⊆ S•, and t is

disabled by r ∈ S. (iii) ∀r ∈ •t ∩ SR, M′(r) ≥ W(r, t) : If ∃p′ ∈ SP1 s.t. t ∈ p′• , t ∈ S•
P1 ⊆ S•,

and t is disabled by p′ ∈ S. Otherwise, ∃p′ ∈ SP2 s.t. t ∈ p′• (from the definition of SP2).

Furthermore, M ′(p′) = 0 (otherwise, ∃r ∈ SR s.t. t ∈ r• which contradicts the sub-case

assumption). Therefore, t ∈ S•
P2 ⊆ S•, and t is disabled by p′ ∈ S.

Case 3: t ∈ •(SP2 − SP1). Let p ∈ t• ∩ SP2. We consider two sub-cases: (i) M′(p) = 0

: p �∈ H(SR). Therefore, ∃p′ ∈ SP2 s.t. M ′(p′) = 0 ∧ t ∈ p′• (otherwise, ∃r ∈ SR s.t.

t ∈ r• ∧M ′(r) < W (r, t), which implies p ∈ H(SR)). It follows that t ∈ S•
P2 ⊆ S•, and t is

disabled by p′ ∈ S. (ii) M′(p) ≥ 1 : If ∃p′ ∈ SP2 s.t. t ∈ p′• ∧M ′(p′) = 0, t ∈ S•
P2 ⊆ S•,

and t is disabled by p′ ∈ S. Otherwise, ∃r ∈ SR s.t. t ∈ r• ∧M ′(r) < W (r, t). It follows that

t ∈ S•
R ⊆ S•, and t is disabled by r ∈ S.

Finally, the fact that every resource place in S disables some transition in N results imme-

diately from the definition of SR, SP1 and SP2. �

Theorem 1 Let N = (P, T,W,M0) be a well-marked S3PGR2 net. The net is live iff the

space of modified reachable markings, R(N ,M0), contains no deadly marked siphon such that

(i) S ∩ PR �= ∅, and (ii) every place in S ∩ PR is a disabling place.

Proof: (i) To show the necessity part, suppose that there exists a marking M ∈ R(N ,M0),

with its modified marking, M , containing a deadly marked siphon, S, such that S ∩ PR �= ∅
and every place in S ∩ PR disables some transition. Let r ∈ S ∩ PR be one of the disabling

resource places, and consider t ∈ r• s.t. M(r) < W (r, t). Lemma 1 implies that ∀t′ ∈ •r, t′ is

dead in R(N ,M ). From the definition of M , it follows that ∀M ′ ∈ R(N ,M), M ′(r) ≤ M(r).

Therefore, t is a dead transition at M , which contradicts the assumption of the net liveness.

(ii) To show the sufficiency for liveness of the condition stated in Theorem 1, suppose N is

not live. Then, ∃ M ∈ R(N ,M0) and t ∈ T s.t. t is dead at M . But then, Lemma 5 implies

that there exists a marking M ′ ∈ R(N ,M) ⊆ R(N ,M0), containing a deadly marked siphon

such that S ∩ PR �= ∅ and every place in S ∩ PR disables some transition. �
We remark that in the class of S3PGR2 nets, weak liveness does not imply liveness. This

is due to the existence of partial deadlocks in the underlying C/D-RAS, which might not lead

to total deadlock.

4 A Polynomial-Complexity DAP for C/D-RAS

Deadlock avoidance in sequential RAS In this section we consider the problem of con-

trolling the resource allocation taking place in any given C/D-RAS configuration, in a way that
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the behavior of the controlled system is deadlock and induced deadlock-free.7 In its broader

statement, this control problem is formally known as deadlock avoidance in sequential RAS, and

it has been formally characterized in [16, 17], by means of the topological structure of the state

transition diagram (STD) of the automata modeling the behavioral space generated by these

systems. Furthermore, the works of [16, 17] have established that, given a general sequential

RAS configuration, the implementation of the optimal deadlock avoidance policy, that estab-

lishes deadlock-free operation by imposing the minimal restriction on the system operation, is

NP -hard [9], and therefore, real-time implementable solutions will necessarily be suboptimal –

i.e., in certain cases, they might constrain unnecessarily the system operation, in their effort to

establish deadlock-free behavior.

The rest of this section develops such a suboptimal polynomial-complexity deadlock avoid-

ance policy (DAP) that is appropriate for the class of C/D-RAS. The policy can be perceived

as a generalization of the RUN DAP, originally developed in [16] for SU-RAS configurations;

for that reason, we call the policy C/D-RUN. In the subsequent development, first we provide

the formal policy definition, and demonstrate its implementation through an example. Next,

we show that its implementation in the PN formalism of Section 2 is of polynomial complexity

with respect to the size of the original system configuration. Finally, we establish the policy

correctness, by establishing the liveness of the PN modeling the controlled system behavior.

C/D-RUN Consider a C/D-RAS, as defined in Section 2, and let oi ≡ O(Ri), O() : R →
{1, . . . ,m} be any partial order imposed on the resource set R. Given p ∈ PS , let ρmax

p =

max{oi | ap[i] > 0, i = 1, . . . ,m} and ρmin
p = min{oi | ap[i] > 0, i = 1, . . . ,m}. Also, let

Lp = {q | q ∈ (p•)•∩PS ∧ ρmax
q = minv∈(p•)•∩PS

ρmax
v }; by convention, Lp = ∅ if (p•)•∩P0 �= ∅.

Then:

i. The neighborhood set Np of p ∈ PS is defined recursively by the following equation:

Np = {p} ∪ {q | q ∈
⋃

v∈Lp

Nv ∧ ρmin
p ≤ ρmax

q } (2)

ii. The adjusted resource allocation requirement âp for p ∈ PS ∪ P0, defined by C/D-RUN

implementation under partial ordering O(), is given by: ∀i = 1, . . . ,m,

âp[i] =




max{aq[i] | q ∈ Np} if p ∈ PS ∧ oi ≥ ρmin
p

0 otherwise
(3)

iii. Finally, the policy-imposed constraint on the system operation is expressed by the require-

ment that no resource is over-allocated with respect to the adjusted stage requirements

specified by Equation 3. �
7An induced deadlock occurs when the policy logic itself blocks the further advancement of any job processed

through the system.
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Example 2: Let us consider the implementation of the C/D-RUN DAP on the S3PGR2

net of Figure 1, under the resource ordering o1 = 2, o2 = 3, o3 = 1. The neighborhood sets

associated with the various processing stages p ∈ PS can be efficiently computed starting from

the terminal stages in the partially ordered sets corresponding to the various system job types,

and proceeding backwards. Hence, working on the stages of job type J1, first, we obtain: ρmax
p15

=

3, Lp15 = ∅, Np15 = {p15}. Subsequently, we have that ρmax
p13

= 2, ρmin
p13

= 1, Lp13 = {p15}, and
since ρmin

p13
= 3 < 5 = ρmax

p15
, Np13 = {p13, p15}. Similarly, ρmax

p14
= ρmin

p14
= 2, Lp14 = {p15},

and Np14 = {p14, p15}. Continuing in the same way with the remaining stages of job type J1,

we also get: Np12 = {p12, p13, p14, p15} and Np11 = {p11, p12, p13, p14, p15}. For the terminal

stages of job type J2, we have: ρmax
p23

= 2, Lp23 = ∅, Np23 = {p23} and ρmax
p24

= 3, Lp24 = ∅,
Np24 = {p24}. Subsequently, for stage p22, we obtain: Lp22 = {p23}, ρmin

p22
= 3 > 2 = ρmax

p23
, and

therefore, Np22 = {p22}. Finally, for stage p21, we have: Lp21 = {p22} and ρmin
p21

= 3 = ρmax
p22

,

and therefore, Np21 = {p21, p22}.
Once the stage neighborhood sets have been computed, the stage adjusted resource al-

location requirements are obtained directly from Equation 3, as follows: âp11 = (4, 1, 0),

âp12 = (4, 1, 0), âp13 = (1, 1, 1), âp14 = (4, 1, 0), âp15 = (0, 1, 0), âp21 = (0, 3, 0), âp22 = (0, 3, 0),

âp23 = (1, 0, 0), and âp24 = (0, 1, 1).

Finally, given the above stage adjusted resource allocation requirements, the constraint

imposed by the policy on the system resource allocation can be expressed by the following set

of linear inequalities in vector MS , i.e., the projection of the PN markingM modeling the RAS

state, on the sub-space defined by the stage place set, PS .


4 4 1 4 0 0 0 1 0

1 1 1 1 1 3 3 0 1

0 0 1 0 0 0 0 0 1


 ·MS ≤




4

4

2


 (4)

�
The ability to express the resource allocation constraints imposed by any C/D-RUN imple-

mentation in the form of Equation 4, gives the policy the characterization of algebraic DAP.

Next, we show that this algebraic form of the policy constraints allows the modeling of the

controlled system behavior by another PN, obtained from the S3PGR2 characterization of the

original system behavior through the addition of a control subnet superimposing the policy-

defining logic. In a later section we also show that this PN-based characterization of the

controlled system behavior also allows the relaxation of the policy imposed constraints through

PN structural analysis.

CS3PGR2 nets: a PN-based implementation of C/D-RUN Given an S3PGR2 net

modeling a C/D-RAS configuration, the control logic corresponding to the C/D-RUN instan-

tiation resulting from any resource (partial) ordering, can be encoded by the super-imposition
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Figure 2: The CS3PGR2 net corresponding to the C/D-RUN implementation on the C/D-RAS

of Figure 1, under the resource ordering o1 = 2, o2 = 3, o3 = 1

to the original net of a control subnet , that traces the allocation of the system resources with

respect to the stage adjusted resource requirements specified by Equation 3 (similar to the ap-

proach of [10, 23]). This control subnet is constructed as follows: (i) It contains a control place

wi for every resource place ri, with initial markingM0(wi) = Ci, ∀i. Let PW = {w1, w2, . . . , wm}
(ii) The introduced control places are connected to the original net transitions according to the

following logic: ∀t ∈ T , let {p} = •t ∩(PS ∪ P0), and {q} = t• ∩ (PS ∪ P0). Then, ∀wi ∈ PW ,

W (wi, t) = âq[i] − âp[i], if âq[i] − âp[i] > 0; W (t, wi) = âp[i] − âq[i], if âq[i] − âp[i] < 0;

W (wi, t) = W (t, wi) = 0, otherwise. The resulting net is characterized as CS3PGR2: Con-

trolled System of Simple Sequential Processes with General Resource Requirements. It should

be easy to see that the CS3PGR2 net structure still belongs to the class of S3PGR2, with

control places wi playing the role of additional resources. We state this effect in the following

lemma.

Lemma 6 Let N = (Ps ∪ P0 ∪ PR ∪ PW , T,W,M0) be a (well-marked) CS3PGR2 net corre-

sponding to a C/D-RUN implementation. Then, ∀wi ∈ PW , ∃ a unique minimal p-semiflow
ywi s.t. ‖ywi‖ ∩ PW = {wi}, ‖ywi‖ ∩ PR = ∅, ‖ywi‖ ∩ P0 = ∅, ‖ywi‖ ∩ PS �= ∅, and ywi(wi) = 1.

Furthermore,
∑

p∈{wi}∪H(wi) ywi(p) ·M(p) = M0(wi) ≡ Ci, where H(wi) extends the notion of

resource holders to control places.

The CS3PGR2 net corresponding to the C/D-RUN implementation of Example 2 is given

in Figure 2. From this figure and the discussion in Example 2, it should be clear that the

policy implementation on any given C/D-RAS configuration is of polynomial complexity with

respect to the size of the original system (defined by the number of places, |P |, in its S3PGR2
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representation). The next theorem formally states and proves this complexity result.

Theorem 2 Given an S3PGR2 net N = (PS ∪P0∪PR, T,W,M0), the control subnet imposing

an instantiation of C/D-RUN on the net operation is of size O(|PS |+|PR|), while the evaluation
of the flow relation WW : (PW × T ) ∪ (T × PW ) → Z+ is of complexity no higher than

O(n · |PR| ·maxn
j=1 |PSj |2), where n is the number of the supported job types.

Proof: It can be seen from the CS3PGR2 net construction, that the control subnet consists of

|PR| control places, each connected to O(|T |) transitions, in the worst case. Hence, the result

regarding the size of the control net follows from the fact that |T | is of O(|PS |).
The complexity of the evaluation of the flow relation WW : (PW × T ) ∪ (T × PW ) → Z+,

is established from the following observations: Given a job type Jj , (i) the evaluation of ρmax
p

and ρmin
p for all places p ∈ PSj requires O(|PSj | · |PR|) operations. (ii) Subsequently, the

construction of the neighborhood sets requires, in the worst case, 1+2+ . . .+ |Sj| ⇒ O(|PSj |2)
operations. (iii) Finally, the evaluation of the adjusted resource allocation requirements requires

O(|PR| · |PSj |2) operations. (iv) The conclusion follows by observing also that |T | is of O(|PS |).
�

Next, we prove the correctness of the proposed C/D-RUN DAP, by showing that it negates

the development of deadly marked siphons of the type specified in Theorem 1.

Lemma 7 Let N = (Ps ∪ P0 ∪ PR ∪ PW , T,W,M0) be a (well-marked) CS3PGR2 net corre-

sponding to a C/D-RUN implementation. Then, R(N ,M0) contains no deadly marked siphon

S such that (i) S ∩ (PR ∪ PW ) �= ∅, and (ii) every place p ∈ S ∩ (PR ∪ PW ) is disabling.

Proof: We prove the above result by contradiction. Hence, for the sake of the argument,

suppose that there exists M ′ ∈ R(N ,M0) containing a deadly marked siphon S such that

S ∩ (PR ∪ PW ) �= ∅ and every place in S ∩ (PR ∪ PW ) disables some transition of N . Then,

from Lemma 1, and working as in the proof of Lemma 5, we can construct a reachable marking

M ∈ R(N ,M ′), s.t. (i) M contains the deadly marked siphon S, (ii) {p ∈ PS :M (p) ≥ 1} �= ∅,
(iii) ∀p ∈ PS s.t. M (p) ≥ 1, ∀t ∈ p•, t is dead in R(N ,M), and (iv) (SR ∪ SW ) �= ∅, where
SR (resp., SW ) = {p ∈ PR (resp., PW ) : M(p) < M0(p)}. Consider q1 ∈ SR ∪ SW . From

the construction of marking M and the definition of SR and SW , ∃p1 ∈ PS s.t. M(p1) ≥
1 ∧ p1 ∈ H(q1), and ∀t ∈ p•1, t is dead. We select t1 ∈ p•1 s.t. t1 ∈ •s1, where s1 ∈ Lp1. Since

t1 is dead, and M(p1) ≥ 1, ∃q2 ∈ SR ∪ SW disabling t1. Repeating the above argument on

place q2, and considering the finiteness of the set SR ∪ SW , we conclude that there exists a set

{q1, q2, . . . , qk} ⊆ SR ∪SW , and a corresponding set {p1, p2, . . . , pk} ⊆ PS s.t. pi, i = 1, . . . , k, is

a marked place belonging toH(qi). Furthermore, ti ∈ p•i is disabled by qi+1, i = 1, . . . , k−1, and

tk is disabled by some qi, i ∈ {1, . . . , k}. Next, consider a place qi∗ ∈ {q1, q2, . . . , qk} where i∗
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= argmini=1,...,k{o(qi)}, and o(qi) is the partial ordering used in the C/D-RUN implementation,

extended to PR∪PW by imposing the same order to a resource, ri, and its corresponding control

place, wi. Defining pi∗ and si∗ as in the above discussion, we consider four cases:

Case 1: pi∗ ∈ H(ri∗) and si∗ ∈ H(ri∗+1). Since ρmin
pi∗ ≤ oi∗ ≤ oi∗+1 ≤ ρmax

si∗ and si∗ ∈ Lpi∗ ,

si∗ ∈ Npi∗ . Furthermore, since ρmin
pi∗ ≤ oi∗+1, pi∗ ∈ H(wi∗+1), where wi∗+1 is the control place

corresponding to resource ri∗+1.

Case 2: pi∗ �∈ H(ri∗) and si∗ ∈ H(ri∗+1). Then, there exists v ∈ Dpi∗ s.t. v ∈ Npi∗ , and

av[ri∗ ] > 0. Also, from the definition of C/D-RUN DAP, ρmin
pi∗ ≤ oi∗ . Hence, it follows that

ρmin
pi∗ ≤ oi∗ ≤ oi∗+1 ≤ ρmax

si∗ . Therefore, from si∗ ∈ Lpi∗ , si∗ ∈ Npi∗ . Since ρmin
pi∗ ≤ oi∗+1,

pi∗ ∈ H(wi∗+1), where wi∗+1 is the control place corresponding to resource ri∗+1.

Case 3: pi∗ ∈ H(ri∗) and si∗ �∈ H(ri∗+1). There exists v ∈ Dsi∗ such that v ∈ Nsi∗ , and

av[ri∗+1] > 0. Furthermore, from the definition of C/D-RUN DAP, ρmin
si∗ ≤ oi∗+1. Since

v ∈ Nsi∗ , ρ
min
pi∗ ≤ oi∗ ≤ oi∗+1 ≤ ρmax

v , and si∗ ∈ Lpi∗ , it follows that v ∈ Npi∗ . Since

ρmin
pi∗ ≤ oi∗+1, pi∗ ∈ H(wi∗+1), where wi∗+1 ≡ qi∗+1.

Case 4: pi∗ �∈ H(ri∗) and si∗ �∈ H(ri∗+1). There exists v ∈ Dsi∗ such that v ∈ Nsi∗ , and

av[ri∗+1] > 0. Also, from the definition of C/D-RUN DAP, ρmin
pi∗ ≤ oi∗ ≤ oi∗+1 ≤ ρmax

v . The

last set of inequalities, combined with the fact that v ∈ Nsi∗ and si∗ ∈ Lpi∗ , imply that v ∈ Npi∗ .

Since ρmin
pi∗ ≤ oi∗+1, it follows that pi∗ ∈ H(wi∗+1), where wi∗+1 ≡ qi∗+1.

So, we have established that in all four cases, pi∗ ∈ H(wi∗+1). By the policy definition,

âpi∗ [ri∗+1] ≥ âsi∗ [ri∗+1], which further implies that W (wi∗+1, ti∗) ≡ 0. This establishes the

contradiction for Cases (3) and (4), above. For the remaining Cases (1) and (2), we have

qi∗+1 ∈ SR, which combined with the fact that pi∗ ∈ H(wi∗+1), imply that ywi∗+1
(pi∗) −

yri∗+1
(pi∗) ≥W (ri∗+1, ti∗). Furthermore, since ri∗+1 disables ti∗ in markingM , 0 ≤M(ri∗+1) <

W (ri∗+1, ti∗). The last three inequalities, combined with the facts thatM(wi∗+1) ≥ 0,M(pi∗) ≥
1, H(wi∗+1) ⊇ H(ri∗+1) and ∀p, ywi∗+1

(p) ≥ yri∗+1
(p), imply that

∑
p∈{wi∗+1}∪H(wi∗+1)

ywi∗+1
(p)M(p) −

∑
p∈{ri∗+1}∪H(ri∗+1)

yri∗+1
(p)M(p) ≥

(
ywi∗+1

(pi∗)− yri∗+1
(pi∗)

)
M(pi∗) +M(wi∗+1)−M(ri∗+1) > 0

But from Lemma 6,
∑

p∈{wi∗+1}∪H(wi∗+1)

ywi∗+1
(p)M(p) =

∑
p∈{ri∗+1}∪H(ri∗+1)

yri∗+1
(p)M(p) = Ci∗+1

which establishes the contradiction for Cases (1) and (2), above, and concludes, thus, the proof.

�

Theorem 3 Any (well-marked) CS3PGR2 net corresponding to a C/D-RUN implementation,

is live.

Proof: Since CS3PGR2 ⊆ S3PGR2, this follows directly from Lemma 7 and Theorem 1. �
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5 Algebraic Liveness and DAP Correctness Verification Tests

for C/D-RAS

Although the parameterization of C/D-RUN w.r.t. the ordering imposed on the resource set

during the policy implementation essentially provides a set of policies for any given C/D-RUN

configuration, from the DAP design standpoint, it is still a point solution to the underlying

control problem. The results presented in this section allow the development of additional

DAP’s for this RAS class, by providing an algebraic correctness verification test that can be

applied to a large class of DAP’s tentatively proposed/synthesized for any given C/D-RAS

configuration. It is also shown that, in addition to their theoretical significance of enriching the

space of effectively computable and computationally efficient policies for the considered RAS

class, the presented results also hold the practical potential of enhancing the flexibility of the

C/D-RUN implementations presented in Section 4.

The starting point for these developments is the observation that for the class of structurally

bounded non-ordinary PN’s, the presence of deadly marked siphons in any given net marking

can be effectively tested by means of an Integer Programming (IP) [21] formulation. This

observation, when combined with the siphon-based structural characterization of C/D-RAS

liveness provided in Theorem 1, lead to a sufficiency test for C/D-RAS liveness, that takes the

convenient form of a Mixed Integer Programming (MIP) [21] formulation. Finally, it is easy to

see that in the case of C/D-RAS DAP’s for which the controlled behavior can be still modeled

by a S3PGR2 net,8 the aforementioned liveness sufficiency condition essentially provides an

“automatic” DAP correctness verification tool. The algebraic nature of this tool allows its

easy integration to higher-level analytical formulations and/or search-based techniques, aiming

at the optimization of some (performance-related) aspect of the developed policy. This last

possibility is briefly demonstrated by showing how the proposed DAP correctness verification

tool can enhance the operational flexibility of any C/D-RUN implementation on a given C/D-

RAS configuration.

Testing the existence of deadly marked siphons in a given PN marking As mentioned

above, the first part of the work presented in this section develops an IP formulation that tests

the presence of a deadly marked siphon in a given PN marking,M . This test is constructive, in

the sense that it seeks to compute the maximal deadly marked siphon in the considered marking

M , according to the algorithm of Theorem 4, presented below. Subsequently, Theorem 5

establishes that for the case of structurally bounded PN’s, the algorithm of Theorem 4 can

be effectively expressed as an IP formulation, that is of polynomial size w.r.t. the underlying
8As is, for instance, the case for the C/D-RUN DAP, and more generally, for all those algebraic DAP’s that

can be expressed as a set of linear inequalities in the underlying RAS state MS , AP · MS ≤ fP .
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marked net structure.

Theorem 4 Given a marked PN N = (P, T,W,M0) and a marking M ∈ R(N ,M0), an algo-

rithm for computing the maximal deadly marked siphon S in M is as follows:

Algorithm for computing the maximal deadly marked siphon in a given PN

marking M

i. S := P ; N ′ := N

ii. while ∃ t ∈ T such that t is fireable in the modified net N ′ do

(a) Remove t from N ′

(b) Remove t• from N ′

(c) S := S − {t•}

endwhile

iii. Return S

Proof: Consider a transition t ∈ •S, where S is the place set returned by the algorithm of

Theorem 4. Then, t does not belong to the set of transitions removed from the net N during

the algorithm execution, since, otherwise, t• �∈ S. But then, t is a transition not fireable in N ,

due to insufficient marking of some place(s) p ∈ S. Hence, t ∈ S•, and S is a siphon that is

deadly marked in M .

To show that S is the maximal deadly marked siphon in M , we use contradiction. Hence,

suppose that S′ is another deadly marked siphon in M with S′\S �= ∅, and let p ∈ S′\S. Then,

since p is removed from net N by the considered algorithm, ∃ t ∈ •p ⊆ •S′ that either (i)

is fireable in M , or (ii) it has all of its input places removed from N during the algorithm

execution. Case (i) violates Lemma 1, and therefore S′ cannot be a deadly marked siphon. The

contradiction for case (ii) is established as follows: Since S′ is a siphon and t ∈ •S′, there exists

p′ ∈ •t such that p′ ∈ S′\S and p′ has been removed from net N by the algorithm. Then,

repeating the entire argument above on place p′, and recognizing the finiteness of set S′\S, we

shall eventually identify a place p∗ ∈ S′\S for which case (i) in the above argument applies. �
In the case of structurally bounded nets, the algorithm of Theorem 4 can be converted to an

IP formulation as follows: First, let SB(p) denote a structural bound for the markings of place

p ∈ P . Furthermore, let vp, zt and ftp be binary indicator variables, respectively denoting the

following conditions:

vp = 1 ⇐⇒ place p is removed during the algorithm execution, ∀p ∈ P
zt = 1 ⇐⇒ transition t is removed during the algorithm execution, ∀t ∈ T
fpt = 1 ⇐⇒ M(p) ≥W (p, t) ∨ vp = 1 ∀W (p, t) > 0
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Then, we have the following theorem:

Theorem 5 Let N = (P, T,W,M0) be a structurally bounded marked PN. Then, given a mark-

ing M ∈ R(N ,M0), the maximal deadly marked siphon S contained in M is determined by:

S = {p ∈ P | vp = 0} (5)

where vp, p ∈ P , is obtained through the following IP formulation:

G(M) = min
∑
p∈P

vp (6)

s.t.

fpt ≥ M(p)−W (p,t)+1
SB(p) , ∀W (p, t) > 0 (7)

fpt ≥ vp, ∀W (p, t) > 0 (8)

zt ≥
∑

p∈•t fpt − |•t|+ 1, ∀t ∈ T (9)

vp ≥ zt, ∀W (t, p) > 0 (10)

vp, zt, fpt ∈ {0, 1}, ∀p ∈ P, ∀t ∈ T (11)

Proof: First we argue that places p and transitions t that are eliminated during the execution of

the algorithm in Theorem 4, have vp = 1 and zt = 1 in the optimal solution of the IP formulation

of Theorem 5. Indeed, Equation 9 together with Equation 7 imply that all transitions zt fireable

in marking M will have zt = 1. Furthermore, Equation 10 implies that all places p ∈ t• for

some t with zt = 1 will have vp = 1, which is in agreement with the algorithm’s logic regarding

the elimination of the output places of removed transitions. Finally, Equation 8 combined

with Equation 9 also force zt = 1 for all transitions t with vp = 1, ∀p ∈ •t. The fact that

no additional place p (resp., transition t) has vp = 1 (resp., zt = 1), is guaranteed by the

specification of the objective function in the above formulation (cf. Equation 6). �

Sufficient liveness and DAP correctness verification tests for C/D-RAS A special-

ization of the key result of Theorem 5 to deadly marked siphons related to the presence of

deadlock in C/D-RAS (c.f., Theorem 1) is as follows:

Theorem 6 Let N = (P, T,W,M0) be a well marked (C)S3PGR2 net. Then, given a marking

M ∈ R(N ,M0), the maximal deadly marked siphon S such that (i) S ∩ (PR ∪PW ) �= ∅ and (ii)
every place in S ∩ (PR ∪ PW ) is a disabling place at M , is determined by:

S = {p ∈ P | vp = 0} (12)
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where vp, p ∈ P , is obtained through the following IP formulation:

G(M) = min
∑
p∈P

vp (13)

s.t.

fpt ≥ M(p)−W (p,t)+1
SB(p) , ∀W (p, t) > 0 (14)

fpt ≥ vp, ∀W (p, t) > 0 (15)

zt ≥ ∑
p∈•t fpt − |•t|+ 1, ∀t ∈ T (16)

vp ≥ zt, ∀W (t, p) > 0 (17)

∑
r∈PR∪PW

vr ≤ |PR ∪ PW | − 1 (18)

∑
t∈r• frt − |r•|+ 1 ≤ vr, ∀r ∈ PR ∪ PW (19)

vp, zt, fpt ∈ {0, 1}, ∀p ∈ P, ∀t ∈ T (20)

Proof: From Theorem 5 above, the set of places S′ = {p ∈ P | vp = 0} satisfying Equations 14
− 17 and 20, is a maximal deadly marked siphon at M . Next, we show that Equation 19

further eliminates from the set S′ all places r ∈ S′ ∩ (PR ∪ PW ) that do not disable any

transition t ∈ r•, while the remaining set of places, S, maintains the deadly marked siphon

property. Indeed, a place r ∈ S′ ∩ (PR ∪ PW ) for which vr = 0 in the solution computed by

the IP formulation of Theorem 5, will have vr = 1 under the addition of Constraint 19, only

if
∑

t∈r• frt = |r•| (i.e., only if M (r) disables no output transition of r). Furthermore, the

marking of such a place r by vr = 1 does not incur the marking of any additional places and

transitions, because all the transitions t with zt = 0 in the solution of the IP formulation of

Theorem 5, are disabled in marking M ; i.e., for every t ∈ r• there still exists p ∈ •t\{r} such

that M(p, t) < W (p, t). The last observation also implies that the remaining set of unmarked

places S ≡ S′\{r : r ∈ S′ ∩ (PR ∪ PW ) ∧ vr = 1 by Equation 19} is a deadly marked siphon,

since ∀t ∈ •S, ∃p ∈ S s.t. t ∈ p• and p disables t at M . In addition, since S′ is maximal, S is

also maximal. Finally, Equation 18 requires that S ∩ (PR ∪ PW ) �= ∅. �
The next corollary is an immediate consequence of Theorem 6.

Corollary 1 Given a reachable marking M of a (C)S3PGR2 net N = (P, T,W,M0), M con-

tains no deadly marked siphon S such that S∩(PR∪PW ) �= ∅ and all the places in S∩(PR∪PW )

are disabling places iff the integer program of Theorem 6 is infeasible.
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Hence, Corollary 1 provides a necessary and sufficient condition for the non-existence of

deadly marked siphons with S ∩ (PR ∪ PW ) �= ∅ and all the places in S ∩ (PR ∪ PW ) being

disabling places, in any given marking M ∈ R(N ,M0) of a CS3PGR2 net N , modeling the

controlled behavior of a system under some tentative DAP expressed by a set of invariant-

imposing “control” places. The test of Corollary 1 can be extended, in principle, to a test

for the non-existence of such deadly marked siphons over the entire space R(N ,M0) of such a

(C)S3PGR2 net N = (P, T,W,M0), by: (i) turning marking vector M in the IP formulation of

Theorem 6 into a variable, (ii) introducing an additional set of variables, M , representing the

net reachable markings, and (iii) adding two additional sets of constraints, the first one linking

variables M and M according to the logic of Equation 1, and the second one ensuring that

the set of feasible values for the variable vector M is equivalent to the PN reachability space

R(N ,M0). Unfortunately, however, any system of linear inequalities exactly characterizing the

set R(N ,M0) is of exponential complexity with respect to the net size [18]. On the other hand,

a superset of the reachability space R(N ,M0) is provided by the system state equation [6]:

M =M0 +Θx̄ (21)

M ≥ 0, x̄ ∈ Z+ (22)

The above remarks lead to a sufficient condition for the non-existence of deadly marked siphons

S, such that S ∩ (PR ∪ PW ) �= ∅ and all places in S ∩ (PR ∪ PW ) are disabling places, in the

entire space R(N ,M0) of a given (C)S3PGR2 net N . Furthermore, in the light of Theorem 1,

this condition constitutes a sufficient condition for liveness of (C)S3PGR2 nets, and therefore,

a convenient correctness verification tool for any arbitrarily synthesized DAP that results in a

controlled system behavior that can be modeled by the class of CS3PGR2 nets.

Corollary 2 Let N = (P, T,W,M0) be a well marked (C)S3PGR2 net. Then, if the mixed

integer program defined by Equations 13–22 and Equation 1 is infeasible, N is live.

Flexibility Enhancement of C/D-RUN DAP implementations Finally, we show how

the liveness test of Corollary 2 can lead to the systematic enhancement of the operational

flexibility allowed by any C/D-RUN implementation on a given C/D-RAS configuration. The

underlying idea is to use the aforementioned test in order to search for maximal elements in the

space of “meaningful” rhs vectors, f , that can relax the original policy implementation, while

maintaining its correctness. Specifically, given a S3PGR2 net N = (P, T,W,M0), controlled by

a C/D-RUN implementation that is expressed by the system of linear inequalities AC/D−RUN ·
MS ≤ f0(≡ C), the search space is defined by the lattice {f ∈ (Z+)m | f0 ≤ f ≤ f̄}, where the
(not necessarily tight) upper bound f̄ is computed by the following IP’s:
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∀i ∈ {1, . . . ,m}, f̄ [i] = max{xp : p∈PS∧âp[i]>0}
∑

{p∈PS | âp[i]>0}
âp[i]xp

s.t.
∑

{p∈PS | âp[i]>0}
ap[j]xp ≤ Cj, ∀j ∈ {1, . . . ,m}

xp ∈ Z+, ∀p ∈ PS : âp[i] > 0 (23)

The search algorithm that identifies in the lattice defined above the maximal elements that

lead to correct policy implementations, is based on the fact that any particular selection for

the rhs vector f essentially defines the initial marking of the control places, wi ∈ PW , in the

CS3PGR2 net modeling the controlled system behavior. A brief statement of this algorithm

is as follows: Starting from the upper bound f̄ , generate the arborescence of the elements

defined by the ‘≤’ order; at every generated node solve the corresponding MIP formulation

of Equations 13–22 and 1; terminate the search along each path when an element f∗ ∈ {f ∈
(Z+)m | f0 ≤ f ≤ f̄} satisfying the condition of Corollary 2, is identified. The next example

applies this policy improvement algorithm on the C/D-RUN implementation that was developed

in Example 2.

Example 3: Consider the C/D-RUN implementation of Example 2, which is represented by

the system of linear inequalities given in Equation 4. Application of the IP formulation of

Equation 23 to this policy implementation gives f̄ = (8, 15, 2)T . Subsequently, the application

of the search algorithm outlined above results in the unique maximal element f∗ = {(7, 8, 2)T }.9
Hence, a correct relaxed policy implementation is defined by the following set of constraints on

the system state:



4 4 1 4 0 0 0 1 0

1 1 1 1 1 3 3 0 1

0 0 1 0 0 0 0 0 1


 ·MS ≤




7

8

2


 (24)

It should be noted that the policy represented by Equation 24 admits all RAS states admit-

ted by the policy of Equation 4, and furthermore, it admits state MS = (0, 1, 0, 0, 0, 1, 1, 0, 0)T

(equivalently, marking M = (2, 0, 1, 0, 0, 0, 1, 1, 1, 0, 0, 1, 0, 2, 3, 1, 2)T of the CS3PGR2 net10)

which is not admitted by the policy of Equation 4. Therefore, the new relaxed policy is more
9It is interesting to notice that f∗[2] < 9 since the deadlocked state MS = (0, 0, 0, 0, 0, 3, 0, 0, 0) is admitted

otherwise. Observations like this can drastically reduce the search for maximal elements performed by the

proposed algorithm.
10The ordering of places is that used in the discussion of Example 1, with the control places PW appended at

the end.
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permissive than the original one, and we can conclude that the proposed scheme provides an

effective method to enhance the permissiveness of the original C/D-RUN definition. �

6 Conclusions

This paper studied the deadlock avoidance problem for the class of C/D-RAS in the taxonomy

of [17], that allows for multiple resource acquisitions and flexible routings. A new PN sub-class,

the S3PGR2 net, was presented to effectively model the class of C/D-RAS, and some impor-

tant liveness properties were derived. In particular, it was established that for the considered

PN class, (non-)liveness can be effectively characterized in a modified reachability space that

constitutes a projection of the original net reachability space to the subspace defined by an

appropriately selected set of places. Under this new representation of the net dynamics, non-

liveness can be interpreted through the development of a particular type of siphon, formally

described as deadly marked siphon with a nonempty subset of resource places and with every

such resource place disabling some transition. Subsequently, this siphon-based characterization

of the net (non-)liveness provided the analytical framework for the development of C/D-RUN

DAP, an efficiently (polynomially) computable deadlock avoidance policy for the class of C/D-

RAS.

It should be noticed that the proposed concept of deadly marked siphon has broader sig-

nificance/implications for the analysis of non-ordinary PN’s, since it constitutes the effective

generalization to this class of systems of the notion of empty siphon, that has been very in-

strumental in the structural analysis of ordinary PN’s. Hence, generalizing the work of [5],

an algorithm for computing the maximal deadly marked siphon in any given non-ordinary PN

marking was also developed, and it was shown that for structurally bounded nets, it takes

the convenient form of a MIP formulation. In the class of S3PGR2 nets, this MIP formula-

tion provided the starting point for the development of a sufficiency test for the liveness of

the underlying C/D-RAS, and for the correctness of any tentative algebraic DAP proposed for

these systems. Furthermore, in the context of C/D-RUN DAP, the aforementioned test led to

a systematic procedure for enhancing the flexibility of any given policy implementation.

Future work will seek the extension of the derived structural characterizations of deadlock

and liveness to PN classes modeling RAS with more complex / additional behavioral features,

like reworks, assembly/disassembly operations, and uncontrollable resource acquisitions.
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