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ISYE 7201: Production & Service Systems
Spring 2022

Instructor: Spyros Reveliotis
2nd Midterm Exam (Take Home)

Release Date: March , 2022
Due Date: March , 2022

While taking this exam, you are expected to observe the Geor-
gia Tech Honor Code. In particular, no collaboration or other
interaction among yourselves is allowed while taking the exam.

Please, send me your responses as a pdf file attached to an email.
Name the pdf file by your last name (only). The pdf file can be
a scan or photos of a hand-written document, but, please, write
your answers clearly and thoroughly. Also, make sure that the pdf
file is not too big; you can reduce the size of your file by loading it
into Adobe Acrobat and saving it with the “reduced” size option
before emailing it to me.

Finally, report any external sources (other than your textbook)
that you referred to while preparing the solutions.
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Problem 1 (20 points): Consider a Continuous-Time Markov Chain (CT-
MC) that cycles among 100 states, numbered 1, 2, 3, . . . , 100; i.e., the chain
goes from state 1 to state 2 to state 3, etc., all the way up to state 100, and
from there back to state 1, and repeats this cycle. The sojourn time at each
state is exponentially distributed with rate µ. Argue that this CT-MC is
ergodic, and compute the limiting distribution.

Problem 2 (20 points): A single repairperson looks after two machines
M1 and M2. Each time it is repaired, machine Mi stays up for an expo-
nential time with rate λi, i = 1, 2. When machine Mi fails, it requires an
exponentially distributed amount of work with rate µi to complete its repair.
In the case that both machines are down, the repairperson can determine
how to split his/her time between the repair of the two machines. Also,
when machine Mi is up, it generates revenue with rate ri. Determine how
the repairperson must split his/her time between the two machines, when
both of them are down, in order to maximize the expected total revenue
rate generated by these two machines.

Problem 3 (20 pts) Consider a CT-MC {X(t), t ≥ 0} with infinitesimal
generator R, and further assume that the embedded DT-MC {X̂k, k ≥ 0}
is irreducible and positive recurrent. Show that if there exists a row vector
p > 0 (component-wise) that is a solution to the system of equations

pR = 0 ;
∑
i

pi = 1.0

then, the CT-MC X(t) is ergodic.

Problem 4 (20 pts): Consider an inventory system where customers arrive
according to a Poisson process with rate λ, and each customer poses a ran-
dom demand of D units, with D ∈ {1, 2, . . . , r+1}; hence, the corresponding
probabilities satisfy pi > 0,∀i = 1, . . . , r + 1;

∑r+1
i=1 pi = 1.0.

The inventory is managed according to the following (Q, r) policy: It is
continuously monitored, and whenever it drops below r + 1, there is an
immediate replenishment of Q units; in the corresponding terminology, r is
the reorder point (ROP). Also, assume that Q ≥ r+1. Finally, also suppose
that the system starts empty at time t = 0.

i. (5 pts) Show that the operation of this inventory system for t > 0 can
be modeled by a CT-MC with state space S = {r + 1, . . . , r +Q}.
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ii. (5 pts) Argue that the CT-MC defined in item (i) above is ergodic.

iii. (10 pts) Show that the limiting distribution for the considered CT-MC
is uniform.

Remark: The uniformity of the limiting distribution is a remarkable result.
Also, notice that even though the assumption of instantaneous replenish-
ment might seem unrealistic, the considered model obtains practical rele-
vance if we assume that r is defined w.r.t. the inventory position, which
also accounts for the outstanding replenishment orders, and not only the
on-hand-inventory .

Problem 5 (20 points) People access a slot machine according to a
Poisson process with a rate λ = 10 persons per hour. Each person drops 25
cents in the machine, and the machine returns one dollar with probability
p = 0.1 or nothing with the remaining probability. At the beginning of the
day, we place 20 dollars in the machine.

i. (10 pts) What is the expected amount of money in the machine after
6 hours?

ii. (10 pts) What is the probability that the amount of money in the
machine will have been doubled in 6 hours?

Remark: Here is also a result that can be useful in the solution of the last
problem (S. M. Ross, “Stochastic Processes”, 2nd ed., pgs 342-343):

Consider a random walk Sn =
∑n
i=1Xi, n ≥ 1, with E[X] 6= 0, and further

assume that there exists θ 6= 0 s.t. E[eθX ] = 1.0. Then, for any given
A,B > 0, the probability that the random walk reaches a value greater
than or equal to A before it reaches a value less than or equal to −B, is
approximately equal to

1− e−θB

eθA − e−θB

Finally, please, explain clearly all your answers.
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