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ISYE 7201: Production & Service Systems
Spring 2022

Instructor: Spyros Reveliotis
1st Midterm Exam (Take Home)
Release Date: February 9, 2022
Due Date: February 13, 2022

While taking this exam, you are expected to observe the Geor-
gia Tech Honor Code. In particular, no collaboration or other
interaction among yourselves is allowed while taking the exam.

Please, send me your responses as a pdf file attached to an email.
Name the pdf file by your last name (only). The pdf file can be
a scan or photos of a hand-written document, but, please, write
your answers clearly and thoroughly. Also, make sure that the pdf
file is not too big; you can reduce the size of your file by loading it
into Adobe Acrobat and saving it with the “reduced” size option
before emailing it to me.

Finally, report any external sources (other than your textbook)
that you referred to while preparing the solutions.
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Problem 1 (20 points): Consider a 3-state discrete-time Markov chain
with states 1, 2 and 3. Let Xk denote the process state at period k =
0, 1, 2, . . .. The one-step transition probability matrix for this chain is

P =

 0.4 0.4 0.2
0.5 0.3 0.2
0.1 0.5 0.4



i. (5 pts) Draw the state transition diagram of this Markov chain.

ii. (5 pts) Assuming that X0 = 2, predict the process state in periods 1
and 2.

iii. (5 pts) Explain that this process has a limiting distribution π, and
compute this distribution.

iv. (5 pts) If Xk = 1, what is the expected number of periods until the
process gets into state 3?

Problem 2 (30 points): Consider a rental company that serves (has offices
in) two different locations, A and B. A rental contract signed up at location
A will return the car at the same location with probability 0.6 and at location
B with probability 0.4. A rental contract signed up at location B will return
the car at the same location with probability 0.7 and at location A with
probability 0.3. Rentals returning the car at the same location generate a
profit at a rate of $15.0 per rental day for the company, and rentals returning
the car at the other location generate a profit of $25.0 per rental day. Cars
are not transferred between the two locations by the company itself. What
is the average profit rate per rental day for the company?

Problem 3 (20 points) Prove that if two states i and j of a DT-MC com-
municate, then they have the same period (this is a formal way to establish
the (a-)periodicity is a “class property”).

Problem 4 (20 points) Consider an n×n nonnegative matrix A, and also
let G(A) be a directed graph with node set N = {1, 2, . . . , n}, and edge set

E = {(i, j) ∈ N × N : ai,j > 0}. Also, let a
(k)
i,j denote the (i, j) element of

matrix Ak, k = 1, 2, . . ..

You must prove the following statements:
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1. (10 pts) For any pair (i, j) ∈ N ×N , there is a directed path of length
k (i.e., involving k edge-traversals) leading from node i to node j in

G(A) if and only if a
(k)
i,j > 0. (Also, assume that a path can revisit

some nodes and edges of G(A); more formally, a path that involves
such repetitions is known as a walk in G(A).)

2. (10 pts) If Ak is strictly positive (element-wise) for some k ≥ 1, then
Ak′ > 0 for every k′ ≥ k.

Remark: It is also interesting to notice that the above properties can be es-
tablished by considering only the n×n binary matrix I(A), with I(A)[i, j] ≡
I{ai,j>0}; i.e., these properties depend only on the structure of the considered
matrix A with respect to the placement of its non-zero elements, and not
on the actual values of these elements.

Problem 5 (20 points): Consider a scoring process involving n experts
that iterates as follows: At the first iteration, each expert i ∈ {1, . . . , n}
comes up with a score si(1) and broadcasts this score to every other expert.
At each subsequent iteration t ≥ 2, expert i revises her score based on the
scores that she has received from the other experts in the previous round,
according to an averaging mechanism that is defined as follows:

si(t) =
n∑

j=1

wi,j · sj(t− 1)

where wi,j ≥ 0; wi,i > 0; and
∑n

j=1wi,j = 1.0 (i.e., each expert computes her
current score as a weighted average of her own score and the scores that were
received by the other experts in the previous round). The revised scores are
broadcasted again, and the process proceeds to the next iteration.

What is the meaning of the weights wi,j in this computation? Your task
is to use the results on DT-MCs presented in class in order to identify
conditions on this voting scheme so that the experts reach consensus (i.e.,
agree eventually on a common score). Try to come up with as general
a condition as possible, and also provide an intuitive explanation of your
findings.

Finally, please, explain clearly all your answers.
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