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ISYE 7201: Production & Service Systems
Spring 2022

Instructor: Spyros Reveliotis
Final Exam (Take Home)

Release Date: April 27, 2022
Due Date: May 3, 2022

While taking this exam, you are expected to observe the Geor-
gia Tech Honor Code. In particular, no collaboration or other
interaction among yourselves is allowed while taking the exam.

Please, send me your responses as a pdf file attached to an email.
Name the pdf file by your last name (only). The pdf file can be
a scan or photos of a hand-written document, but, please, write
your answers clearly and thoroughly. Also, make sure that the pdf
file is not too big; you can reduce the size of your file by loading it
into Adobe Acrobat and saving it with the “reduced” size option
before emailing it to me.

Finally, report any external sources (other than your textbook)
that you referred to while preparing the solutions.
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Problem 1 (20 points) Please, answer the following questions:

i. (10 pts) Provide an example showing that the throughput function
TH(N) defined in the theory of closed queueing networks presented
in class (c.f. page 215 of the Primer) may be decreasing as the number
of circulating customers increases from some value N to N + 1.

ii. (10 pts) Reconsider the question in part (i) for the special case where
the processing rates at the network workstations are constant (i.e.,
∀i ∈ {1, . . . , J} : µi(n) = µi, ∀n > 0). Is TH(N) a nondecreasing
function in this case? You need to either prove this property under
the considered assumption, or provide a counter-example.

Problem 2 (20 points) Consider a Gordon-Newell network with J single-
server workstations, WSj , j = 1, . . . , J , where a customer leaving worksta-
tion WSj can move to any workstation of the network, including station j
itself, with equal probability. Service times at workstation WSj are expo-
nentially distributed with rate µj = µ, for all j = 1, . . . , J .

i. (10 pts) Perform a mean value analysis (MVA) for this network when
there are N customers circulating in it; in particular, compute (i)
the throughput THj(N) of each workstation WSj , (ii) the expected
sojourn time Sj(N) of a customer during a single visit at this station,
(iii) the expected waiting time in the station queue during a single
visit, Wj(N), and (iv) the average number of customers at this station,
Lj(N), at equilibrium.

ii. (5 pts) Compute limN→∞ THj(N), j = 1, ..., J , from your results in
part (i). Also, provide an intuitive explanation of these limits.

iii. (5 pts) Reconsider the previous two parts for the case where a customer
moving out from some workstationWSj cannot re-enter station j upon
this transition. Are there any interesting conclusions to be drawn from
the comparison of the results for the two considered cases?

Hint: Exploit the symmetries implied by the problem definition.

Problem 3 (20 pts – a “malevolent” queue :) Consider a facility that
serves two types of customers, 1 and 2, according to the non-preemptive pri-
ority queueing model discussed in the lectures. Furthermore, waiting cus-
tomers are charged at a rate of Ci dollars per time unit for type i customer,
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i = 1, 2 (this could be, for instance, the corresponding rates that each cus-
tomer type is charged for using the parking lot of the facility). Show that in
order to maximize the expected proceeds from these charges, the company
should give priority to the customer type that maximizes the ratio τpi/Ci,
where τpi denotes the mean service time for type i customers.

Problem 4 (20 pts) A single-server workstation processes lots of parts
that arrive according to a Poisson process with rate 5 lots per hour. Each
lot can consist of 2 to 5 parts and the lot size is uniformly distributed. Lots
are processed on a First-Come-First-Serve basis, and a lot that is brought
to the server for processing, has its parts processed one by one, with the
part processing times following a normal distribution with mean 3 min and
st. deviation 1 min. But all parts belonging in a lot eventually leave the
station together, as a single lot.

Please, answer the following questions:

i. ( 10 pts) Show that this workstation is stable, and perform a Mean
Value Analysis (MVA) for it.

ii. (10 pts) Assume that the part processing rate rp can vary in the range
of [15, 25] parts per hour, while the corresponding-part-processing time
distributions remain normal with the same st. deviation of 1 min. On
the other hand, the processing cost per part is an increasing linear
function of rp, fp(rp), with fp(15) = 2 and fp(25) = 5. Also, it is
estimated that a minute spent by a part at this workstation translates
into a cost of 5 cents. Based on this information, find an optimal part
processing rate for this workstation, assuming that this rate can be
fixed up to its first decimal point.

Problem 5 (20 points) Consider a manufacturing workstation that pro-
cesses two types of parts and the station server is an industrial furnace. Each
part type is processed separately by the furnace in batches of 5 units per
batch. Formed batches from both part types are waiting for processing in a
common queue, and they are processed in a FCFS mode. The part arrival
rates, the SCV’s for the part inter-arrival times, and the batch processing
times for each part type are as follows:
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Part type λ(i) c2a(i) tp(i) Batch Proc. Time Distribution

1 5 1.5 0.5 Deterministic
2 4 2.2 0.35 Deterministic

Please, answer the following questions.

i. (10 pts) Show that the considered workstation is stable and perform
a mean value analysis (MVA) for each part type.

ii. (10 pts) Compute a batch size k∗, common for both part types, that
minimizes the expected number of batches waiting for processing at
this workstation. Also, provide a natural explanation of your solution,
and discuss its implications for the pursued objective.

Hint: For the computation of the required statistics of the batch arrival
process to the common common queue refer to pages 315-316 in the Course
Notes.

Finally, please, explain clearly all your answers.
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