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ISYE 7201: Production & Service Systems
Spring 2019

Instructor: Spyros Reveliotis
1st Midterm Exam (Take Home)
Release Date: January 30, 2019

Due Date: February 6, 2019

While taking this exam, you are expected to observe the Geor-
gia Tech Honor Code. In particular, no collaboration or other
interaction among yourselves is allowed while taking the exam.

You can send me your responses as a pdf file attached to an email.
This pdf file can be a scan of a hand-written document, but, please,
write your answers very clearly and thoroughly. Also, report any
external sources (other than your textbook) that your referred to
while preparing the solutions.

Finally, Homework 1 posted at the course website, as well as some
of the past midterms also posted at that website, can be provide
useful complementary material (and experience) to the in-class
lectures while working on the exam problems.
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Problem 1 (30 points): Let {Xn} and {Yn} be two independent Markov
chains, each with the same discrete state space S = {0, 1, 2} and with the
same probability matrix  .3 .3 .4

.2 .7 .1

.2 .3 .5


Define the process {Zn} = {(Xn, Yn)} with state space S × S.

i. (10 pts) Argue formally that the process {Zn} is a Markov chain, and
define the corresponding one-step transition probability matrix.

ii. (20 pts) Also, suppose that process {Zn} is initialized at state (0, 1)
and compute the expected time until the process finds itself at a state
(Xn, Yn) with Xn = Yn.

Problem 2 (20 points): Consider a Markov chain on states {0, 1, 2} with
one-step transition probability matrix .3 .3 .4

.2 .7 .1

.2 .3 .5


Compute the probability P [X12 = 2, X16 = 2, X20 = 2|X0 = 2]. What is
the natural interpretation of this quantity?

Problem 3 (20 points): Consider an irreducible Markov chain with state
space S = {1, . . . ,m} and one-step transition probability matrix P , that is
also doubly stochastic; i.e., ∑

i∈S
pij = 1, ∀j ∈ S

.

i. (10 pts) Show that the (row) vector π = (1/m, . . . , 1/m) is a station-
ary distribution for this chain; i.e.,

π = π · P ; π · 1 = 1
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where 1 denotes the m-dimensional (column) vector with all of its
components equal to 1.

ii. (10 pts) Furthermore, show that if the considered Markov chain is
also aperiodic, then, for any vector v ∈ Rm,

lim
n→∞

Pn · v = µ1

where

µ =
1

m

m∑
i=1

v[i]

Can you think of any practical applications of this last result?

Problem 4 (30 points): Read the paper

• J. J. Bartholdi and D. D. Eisenstein, “A production line that balances
itself”, OR, vol. 44, no. 1, 1996

and provide an account of (i) the main results of this paper, and (ii) the
way that the Perron-Frobenius theorem and its adaptation to stochastic
matrices that were discussed in class, facilitate the development of those
results. In fact, for the purposes of this exam, you can focus the more
technical part of the requested discussion on the key result of Theorem 3 in
the aforementioned paper and the simplified model that underlies this result.
But, please, try to be as thorough and lucid as possible in your discussion
of these developments.


















	Midterm I.pdf
	Midterm-I-Sol.pdf

