
ISyE7201: Production and Service System Engineering
Instructor: Spyros Reveliotis

Spring 2016

Homework #4

Due Date: March 28, 2016

A. Reading assignment: This homework focuses on the modeling and
analysis of single queueing stations, with most emphasis placed on Marko-
vian queues. Besides your class notes, supporting material for this home-
work is provided in Chapters 1 and 2 in your textbook, and also in Sections
8.1-8.6, 8.7.1 and 8.8.1 in the text by Cassandras and Lafortune. As I men-
tioned in class, both of these texts deal with a broader range of Markovian
queueing stations than those that we had the time to address in detail in
class, but the main lines of analysis and the underlying methodology are
similar for all these stations. Also, your textbook provides (i) an exposition
of some further computational tools and techniques that are available for
these systems, and (ii) the derivation of some further results characterizing
the steady-state operation of these environments. Some of these results are
addressed in this homework.

B. Problems:
a. Solve Problems 8.4 and 8.5 in the text by Cassandras and Lafortune.
(Hint: For Problem 8.5 refer to Section 8.6.6 of that textbook.)

b. Consider a taxi station where taxis and customers arrive in accordance
with Poisson processes with respective rates of one and two per minute.
A taxi will wait no matter how many other taxis are present. However,
an arriving customer who does not find a taxi waiting leaves. Answer the
following questions:

i. What is the average number of taxis waiting?

ii. What is the proportion of arriving customers that get taxis?

iii. Answer questions (i) and (ii) above for the case where an arriving
customer will leave only if the number of waiting customers exceeds
a certain number N > 0. For this case, also compute the average
waiting time in queue for those customers who join the waiting line.
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iv. Answer question (iii) above in the case that the rate of the taxi arrivals
is increased to two taxis per minute.

Hint: Try to model the various cases discussed in the above problem by
a CTMC that has similar structure to the CTMC that models the operation
of an M/M/1 queue. Then, use the perspectives and the results from the
analysis of this last CTMC that was presented in class.

c. Consider a stable M/M/1 queueing station with arrival rate λ and pro-
cessing rate µ that is operated at steady state. Show that the time in system,
S, for a customer that is served by this station, follows an exponential dis-
tribution with rate µ− λ.

d. Read the material on time reversibility of CTMCs attached to this home-
work. Then do the following:

1. Provide a proof for Proposition 1.6 in that material.

2. Use the result of Proposition 1.6 to argue that, in their steady-state
regime, ergodic birth-death processes are time-reversible.

3. Use the result of part #2 above in order to provide an alternative proof
for Burke’s theorem. Also, show that this theorem generalizes to the
M/M/m queueing stations.

4. Consider a stable FCFS M/M/1 queueing station with arrival rate
λ and service rate µ. Use the results of parts #2 and #3 above in
order to show that, in steady state, the number of customers that are
encountered in this station by an arriving customer that eventually
spends t time units in it, is Poisson distributed with mean equal to λt.

e. Consider a single-server station with an infinite capacity queue, where:

• the arrival process is characterized by a stochastic sequence {Y1, Y2, . . .}
with r.v. Yk characterizing the time elapsed between the k−1 and the
k-th arrival;

• the service process is characterized by a stochastic sequence {Z1, Z2, . . .}
with r.v. Zk denoting the time required for the processing of the k-th
customer;

• the server is operated in a non-idling mode;
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• the queueing discipline is preemptive Last-In-First-Out (preemptive
LIFO), i.e., a new arrival interrupts the processing of any job in the
server, which is resumed only when all later arrivals have been cleared.

Express the time in system, Sk, for the k-th arrival at this system, in
terms of the stochastic sequences {Y1, Y2, . . .} and {Z1, Z2, . . .}.

f. Consider a D/M/∞ queue where jobs arrive with a deterministic pace of
one job every τ time units, and they enter immediately for service at one
of the system servers. Processing times are exponentially distributed with
rate µ. Answer the following:

i. Compute the expected number of jobs in service that are encountered
by a new arrival, as t→∞.

ii. Compute the average number of jobs in service, as t→∞.

iii. Which of the two quantities computed in parts (i) and (ii) above is
larger? Provide a formal proof for your answer (and also an intuitive
interpretation of your finding, if possible).

iv. Finally, compute also the expected number of jobs that are in service
upon the departure of some job, as t→∞.
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