ISYE 6201 Spring 2007                                                                     Homework 2 Solution 


ISyE 6201: Manufacturing Systems

Instructor : Spyros Reveliotis

Spring 2007

Solutions for Homework #2

 A.

Chapter 2

12. The chairs are made in-house and so we are attempting to determine the appropriate parameters for a base-stock system. We assume that the wholesalers order once per month.

(a) The holding cost is h=$5 while the backorder cost is b=$20. The distribution of demand during a month is well approximated by a normal distribution with a mean of 1,000 chairs and a standard deviation of 200 chairs. Then, if X represents the demand during one month,

G(R*) = b/(h+b) = 20/(5+20) = 0.8

and so

G(R*) = P{X≤R*} = P{(X-1000)/200 ≤ (R*-1000)/200} = 0.8

The value of the standard normal with 0.8 probability is obtained from a standard normal table or using the Excel function NORMSINV(0.8) and yields 0.84. Then the order up to point is computed as 

R* = 1000+0.84(200) = 1168.

(b) If the sale is lost (as opposed to backordered ) then the shortage cost must be the profit that would have been made which is $100. The computation is then similar,

G(R*) = 100/(5+100) = 0.9524

z0.9524 = 1.67

R* = 1000+1.67(200) = 1334

(c) Since the cost of being short is higher in the second case, we want to carry more inventory to avoid that possibility.

14.
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i ($/unit) (units/mo) (mos) (units) (units) (units) (units) (order freq) (fill rate) (backorder level)(inventory invest)

exact 12 15 0.5 7.5 2.7 13 8 1.2 0.934 0.087 91.05


Formulae for some of the quantities:
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I = [R -   + B(R)] c = [r+1 -   + B(r+1)] c

S(R) = G(R-1) = G(r)

Holding cost per year = 12*hI 
Order cost per year = 12*FA

The colored cells are looked up from the table below, which uses the following formulae for the basestock model:

p(R) = Re-R! 


 (cdf of Poisson random variable)

G(R) = 
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 (by definition on pg. 69 of the textbook)

B(R) = p(R) + {[R] [1-G(R)]} 
 (eqn 2.63 on pg. 100)
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R p(R) G(R) B(R)

S(Q,R) 

when Q=4

R p(R) G(R) B(R)

S(Q,R) 

when Q=26

0 0.001 0.001 7.000 0.0299 0 0.000 0.000 15.000 0.4233

1 0.006 0.007 6.001 0.0729 1 0.000 0.000 14.000 0.4617

2 0.022 0.030 5.008 0.1463 2 0.000 0.000 13.000 0.5001

3 0.052 0.082 4.038 0.2513 3 0.000 0.000 12.000 0.5385

4 0.091 0.173 3.120 0.3805 4 0.001 0.001 11.000 0.5769

5 0.128 0.301 2.293 0.5196 5 0.002 0.003 10.001 0.6153

6 0.149 0.450 1.593 0.6520 6 0.005 0.008 9.004 0.6537

7 0.149 0.599 1.043 0.7649 7 0.010 0.018 8.012 0.6919

8 0.130 0.729 0.642 0.8519 8 0.019 0.037 7.030 0.7296

9 0.101 0.830 0.371

0.9129

9 0.032 0.070 6.067 0.7667

10 0.071 0.901 0.201 0.9521 10 0.049 0.118 5.137 0.8024

11 0.045 0.947 0.103 0.9753 11 0.066 0.185 4.255 0.8363

12

0.026 0.973 0.049

0.9880

12 0.083 0.268 3.440 0.8677

13

0.014

0.987

0.022 0.9945 13 0.096 0.363 2.708 0.8959

14 0.007 0.994

0.010

0.9976 14 0.102 0.466 2.071 0.9204

15 0.003 0.998 0.004 0.9990 15 0.102 0.568 1.537 0.9409

16 0.001 0.999 0.002 0.9996 16 0.096 0.664 1.105 0.9575

17 0.001 1.000 0.001 0.9999 17 0.085 0.749 0.769 0.9704

18 0.000 1.000 0.000 1.0000

18

0.071 0.819 0.518

0.9801

19 0.000 1.000 0.000 1.0000 19 0.056 0.875 0.337 0.9870

20 0.000 1.000 0.000 1.0000 20 0.042 0.917 0.212 0.9918

21 0.000 1.000 0.000 1.0000 21 0.030 0.947 0.129 0.9950

22 0.000 1.000 0.000 1.0000 22 0.020 0.967 0.076

0.9971

23 0.000 1.000 0.000 1.0000

23

0.013

0.981

0.043 0.9983

24 0.000 1.000 0.000 1.0000 24 0.008 0.989

0.024

0.9991

25 0.000 1.000 0.000 1.0000 25 0.005 0.994 0.013 0.9995

26 0.000 1.000 0.000 1.0000 26 0.003 0.997 0.007 0.9997

27 0.000 1.000 0.000 1.0000 27 0.002 0.998 0.003 0.9999

28 0.000 1.000 0.000 1.0000 28 0.001 0.999 0.002 0.9999

29 0.000 1.000 0.000 1.0000 29 0.000 1.000 0.001 1.0000

30 0.000 1.000 0.000 1.0000 30 0.000 1.000 0.000 1.0000


(b) EOQ = 
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 , so QA = 4,  QB = 26.  

Using the previous table, we compute the fill rates for the (Q,r) model using

 S(Q, r) =
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 (eqn 2.35 on pg. 78)

To achieve a fill rate of at least 98%, the minimum r for Type A and Type B modules are 12 and 18 units, respectively. 

Now since Q>1, the inventory investment and backorder level are computed by 

I(Q,r)*c = [(Q+1)/2 + r -  + B(Q,r)]*c



and
B(Q,r) = 
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(These two formulae apply to parts (c) and (d) as well since the order quantities Q are greater than 1.)
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Holding Order Total

i (units) (units) (order freq) (fill rate) (backorder level) (inv. invest) ($/yr) ($/yr) ($/yr)

A 4 12 1.8 0.988 0.009 1126.407227 405.5066 105.00 510.5066

B 26 18 1.2 0.980 0.033 247.9894253 89.27619 69.23 158.507

0.982 1374.396653 669.0136


The higher values of Q make it possible to achieve the same service with lower r values. The inventory is higher due to increased cycle stock caused by bulk ordering. However, the total cost is reduced by about 75% due to the reduction in order cost.

(c) In the backorder model, we find G(R*) using G(R*) = b/(b+h). This critical ratio defines the z-value in the same way as we did in Problem 2-10. Using r* = + z, the reorder points are found to be 9 and 22 for A and B, respectively. Then, we can look up  the Si values from the fill rates table, and we get
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i (units) (units) (order freq) (fill rate) (backorder level) (inv. invest)

A 4 9 1.8 0.913 0.094 689.1007722

B 26 22 1.2 0.997 0.004 307.553887

0.981 996.6546591


This change lowers service for part A (expensive one) and raises it for part B, so the same average service is achieved with lower total inventory. Note that it is even below the base stock inventory level where Q = 1.

(d) Standard deviation of lead time demand 
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, where L is the standard deviation of lead time. Note that D and L must use the same base time unit (e.g. D = 7 units/month, L= 0.25 month). With the new the reorder points are recomputed using the same formula r* = + zas in part (c).
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i (units) (days) (units) (units) (units) (order freq) (fill rate) (backorder) (inv. invest)

A 7 7.0 3.1 4 9 1.8 0.913 0.094 689.1

B 15 15.0 15.5 26 44 1.2 1.000 0.000 637.5

0.9835 1326.601


The variability in the lead times inflates the reorder points – in this case for part B (rounding can result in no change). It should also be pointed out that the predictions of service, backorder level, and inventory level are no longer exact, since the employed formulae were derived under the assumption of fixed lead times.

15. Formulae for some of the quantities:

Dl





[image: image13.wmf]q

because demand is POISSON)
F = 
[image: image14.wmf]Q

D






I(Q,r)*c = [(Q+1)/2 + r -  + B(Q,r)]*c

Holding cost per year = 12*hI 
Order cost per year = 12*FA

The fill rates table is at the end of this problem’s solution.
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Holding Order Total

i ($/unit) (units/mo) (mos) (units) (units) (units) (units) (order freq) (fill rate) (backorder) (inv. invest) ($/yr) ($/yr) ($/yr)

A 150 7 1 7 2.6 1 13 7 0.987 0.01 1051.5 378.54 420.00 798.54

B 15 30 0.5 15 3.9 1 23 30 0.981 0.024 135.36 48.7296 1,800.00 1848.73

0.982 1186.86 2647.27


As we observed in class, Type 1 service specifications are most stringent than the corresponding Type 2 ones. Therefore, when such a specification is used as an approximation for fill rate, which is another term for the Type 2 service level, it will underestimate its true value, leading to a much larger r and higher inventory.
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i ($/unit) (units/mo) (mos) (units) (units) (units) (units) (order freq) (fill rate) (backorder level)(inventory invest)

approx 12 15 0.5 7.5 2.7 25 11 0.6 0.92 0.994 0.006 198.07

exact 12 15 0.5 7.5 2.7 25 6 0.6 0.378 0.922 0.133 139.6


(c) 

This approximation is very accurate because it is based on the actual formula that characterizes fill rate, and when Q is this large, the dropped term B(r+Q) is negligible.
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i ($/unit) (units/mo) (mos) (units) (units) (units) (units) (order freq) (fill rate) (backorder level)(inventory invest)

approx 12 15 0.5 7.5 2.7 25 6 0.6 0.922 0.922 0.133 139.6

exact 12 15 0.5 7.5 2.7 25 6 0.6 0.922 0.922 0.133 139.6


Note that when Q is reduced, we get slightly higher service at a much smaller inventory investment. But of course, we order twice as often. If we neglect the cost or capacity considerations of placing orders, we can always minimize inventory costs y choosing Q=1. But if we consider either order frequency (capacity) or fixed order cost, then EOQ may give a perfectly reasonable Q.

Formulae used in the fill rates table:

p(r) = re-r! 


(cdf of Poisson random variable)

G(r) = 
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(by def on pg. 69 of the textbook)

B(r) = p(r) + {[r] [1-G(r)]}  (eqn 2.63 on pg. 100. This is the backorder level formula

for the base stock model. The values of B(r) are

computed because they are used in the following B(Q,r)

formula, which is a (Q,r) model formula.)

B(Q, r) =
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(eqn 2.38 on pg. 78)

Type 1 service = G (r)

(eqn 2.36 on pg. 78)

Type 2 service = 
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(eqn 2.37 on pg. 79)

Exact S(Q,r) = 
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(eqn 2.35 on pg. 78)
Fill rates table for Problem 2.15: 
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r p(r) G(r) B(r) Q= 25 Q= 13

Type 1 S B(Q,r) Type 2 S Exact S B(Q,r) Exact S

0 0.001 0.001 7.500 1.125 0.700 0.700 2.161 0.426

1 0.004 0.005 6.501 0.865 0.740 0.740 1.662 0.501

2 0.016 0.020 5.505 0.645 0.780 0.780 1.240 0.577

3 0.039 0.059 4.526 0.464 0.819 0.819 0.892 0.652

4 0.073 0.132 3.585 0.320 0.857 0.857 0.616 0.724

5 0.109 0.241 2.717 0.212 0.891 0.891 0.407 0.791

6

0.137

0.378

1.958

0.133 0.922 0.922

0.256 0.849

7 0.146 0.525 1.336 0.080 0.947 0.947 0.154 0.897

8

0.137 0.662 0.861 0.045 0.966 0.966

0.087 0.934

9 0.114 0.776 0.523 0.025 0.979 0.979 0.047 0.960

10 0.086 0.862 0.299 0.013 0.988 0.988 0.024 0.977

11

0.059

0.921

0.162

0.006

0.994

0.994

0.012 0.988

12 0.037 0.957 0.082 0.003 0.997 0.997 0.005 0.994

13 0.021 0.978 0.040 0.001 0.998 0.998 0.002 0.997

14 0.011 0.990 0.018 0.001 0.999 0.999 0.001 0.999

15 0.006 0.995 0.008 0.000 1.000 1.000 0.000 0.999

16 0.003 0.998 0.003 0.000 1.000 1.000 0.000 1.000

17 0.001 0.999 0.001 0.000 1.000 1.000 0.000 1.000

18 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

19 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

20 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

21 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

22 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

23 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

24 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

25 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

26 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

27 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

28 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

29 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

30 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

31 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

32 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

33 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

34 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000

35 0.000 1.000 0.000 0.000 1.000 1.000 0.000 1.000


Multi-product Newsboy Problem:
i. Solution Methodology
In this multi-product newsboy problem, the objective is to find order quantities Qi for newspaper i, i=1,…,N, such that the daily profit is maximized while the total weight of newspapers 
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 is less than or equal to W.

Maximizing the profit is equivalent to minimizing the total cost, which consists of the underage and overage costs. Let ui = pi - ci be the unit underage cost and oi = ci - si be the unit overage cost for newspaper i. Then the cost contributed by product i is 

Ci (Qi, Xi) = oi max{0, Qi - Xi} +  ui max{0, Xi - Qi}
Taking the expected value of the cost with respect to the demand Xi and summing up for the N products, the optimization problem (P) can be formulated as

Minimize 
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subject to  
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where gi(x) is the probability density function of the demand Xi.

Note that in the basic newsboy model, where there is no weight constraint, 
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 gives separate optimal ordering quantity for newspaper i. So if the combination of these quantities does not violate the weight constraint, i.e. 
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, then it is a feasible and optimal solution to (P). If 
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, then the optimal solution will satisfy the weight constraint as equality. The reason is that the expected cost of each newspaper, E[Ci (Qi, Xi)] = 
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, is a convex function in Qi. For 
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, E[Ci (Qi, Xi)] is decreasing in Qi. For any solution that gives a total weight strictly less than W, the objective function can be improved by increasing some of the Qi’s until the weight constraint is satisfied at equality.

Assuming 
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, we can replace the inequality sign with equality in the constraint in (P) and obtain the same optimal solutions. In this case we may introduce a Lagrange multiplier  and find the optimal solution to (P) by solving the unconstrained problem:

Minimize 
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The optimality conditions are:
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and 
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From (1), we have 
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, so we can write Qi in terms of as
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Then the problem becomes finding a value of such that Qi*() satisfies (2).  can be solved using bisection search over the interval between a lower bound and upper bound for . Note that can be interpreted as the penalty cost of violating the weight constraint by one unit, so a lower bound for is 0. Also, since Gi is a cumulative distribution function, has to satisfy 
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 can be taken as the initial upper bound for in the bisection search. 

During bisection search, set  to be the midpoint between the upper and lower boundsStop if 
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 is optimal.  If 
[image: image39.wmf]i

i

N

i

i

i

w

Q

w

W

min

1

³

-

å

=

, replace the upper bound with the current value of If 
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ii. Application (Remark: Notice that in the following calculations, the notation N(a,b) employed in the problem data, has been interpreted as a normal distribution with mean equal to a and st. deviation equal to b.)

	i
	ui
	oi
	critical ratio = ui/(ui+oi)

	1
	0.75
	0.15
	0.83

	2
	1.00
	0.40
	0.71

	3
	1.30
	0.60
	0.68


	Iteration
	Lower
	Upper
	
	Q1
	Q2
	Q3
	Total Weight

	0
	
	
	0
	119.35
	80.66
	54.80
	174.96

	1
	0
	1.3
	0.65
	98.61
	71.58
	45.93
	148.92

	2
	0
	0.65
	0.325
	107.86
	76.01
	50.33
	161.26

	3
	0.325
	0.65
	0.4875
	103.15
	73.82
	48.18
	155.12

	4
	0.4875
	0.65
	0.56875
	100.87
	72.71
	47.07
	152.04

	5
	0.56875
	0.65
	0.609375
	99.74
	72.15
	46.51
	150.49

	6
	0.609375
	0.65
	0.629688
	99.17
	71.87
	46.22
	149.71


At Iteration 6, the difference between the total weight and the allowable weight is 0.29 lb, less than the weight of the lightest paper (paper 1, 0.5 lb), so we stop there. Rounding down Qi’s to integers, we get Q1 = 99, Q2 = 71 and Q3 = 46. That frees up 1.25 lbs and allows the newsboy to carry an additional copy of Paper 1 and 2 each.  The final answer is Q1 = 100, Q2 = 72 and Q3 = 46.

B. Extra credit

1. 
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[image: image42.png](%) follows from the previous line because
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2. Show that 
[image: image43.wmf]]
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    Proof:
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Also,



[image: image47.wmf])

(

]

[

])

[

(

])

|

[

(

2

L

Var

D

E

D

E

L

Var

L

X

E

Var

×

=

×

=


Therefore, we get 
[image: image48.wmf]]
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.
3.  Let g(x) be the distribution function of the random demand X in the newvendor problem. Then


[image: image49.wmf]
Therefore, 


[image: image50.wmf]

[image: image51.wmf]
min 
[image: image52.wmf]

[image: image53.wmf]

[image: image54.wmf]
Note that the last term 
[image: image55.wmf] can be dropped from the objective function because it is independent of Q.  Therefore, the two objectives are equivalent.

Remark: Maybe a better way to understand the result of Eq. 1, is by re-writing it as:
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