ISyE 3103: Introduction to Supply Chain Modeling: Logistics

Instructor: Spyros Reveliotis

Spring 2004

Solutions for Homework #2

Chapter 7: Discussion Questions

Question 1

For a build-to-order company like Dell, forecasting is needed in the “pull” portion as well as the “push” portion of the supply chain. In the “push” portion, Dell needs to decide which components to stock in anticipation of customer orders. For the “pull” portion, Dell will need to plan ahead in terms of capacity (man power, assembly lines etc.). Both the tasks require reliable forecasts of the customer demand.

Question 4

Some of the systematic components in chocolate sales: Variation in demand due to various holidays, periodic marketing drives, seasons (for instance, there will be greater consumption of chocolate ice cream in summer); also steady growth in demand due to population growth.

Some of the random component chocolate sales: Sudden change in consumer tastes, discovery of new health benefits/negative effects of chocolates, entry of competitors

Question 8

Static methods do not update the estimated values for the model parameters every time that a new demand observation is obtained. Hence, they are appropriate only when the estimated parameters are not expected to vary drastically with time. Adaptive methods are able to track these changes in the model parameters, since they update the value of these parameters every time that a new demand is observed, and they also possess mechanisms to forget / discount older data.

Question 9

MAD is an estimate of the expected value of the absolute error. It tells the manager how far, on average, are the generated forecasts from the actual demand. For models that are expected to provide an unbiased estimate of the mean value of the demand, MAD essentially characterizes the variability in the random component: as it was discussed in class, under the normality assumption, the standard deviation of this random component can be approximated by ( ( 1.25*MAD.

MAPE reports the aforementioned absolute error as a percentage of the size of the forecasted quantity. To realize the significance of the error normalization performed in the computation of MAPE, notice that a MAD of 1000 should be considered small if the forecast is in the order of 100,000’s, but it would be significant if the largest value for the forecasted quantity is 10,000. Reporting just the value of MAD, without mentioning anything about the typical size of the forecasted quantity, the manager will not be able to assess the quality of the underlying model. MAPE removes this confusion. 

The above discussion further implies that, while the MAD index can be used to compare different forecasting methods on the same dataset, the MAPE index will also allow us to compare the quality of forecasting methods applied over different datasets.

Question 10

By aggregating the error observed during the entire time-span of the model use, bias indicates whether there is a systematic tendency of the model to over- or underestimate the observed data. Ideally, the bias should fluctuate around 0. 

The tracking signal TS takes the ratio of bias to MAD. Since, for an unbiased model and under the normality assumption for the random element in the demand, the MAD provides a characterization of the variability in the observed series, TS is expected to remain within an interval around the value of 0, with a very high probability; typically this interval is taken to be [-6.0, 6.0]. Excursion of TS outside this designated interval is taken as an alert signal for the presence / development of a systematic bias in to the model.

Chapter 16: Discussion Questions

Question 1

The Bullwhip effect refers to a phenomenon in which fluctuations in orders increase as they move up the supply chain from retailers to wholesalers to manufacturers to suppliers.  Hence, the bullwhip effect signifies a distortion of the demand information as it travels within the supply chain. It results from lack of coordination in the supply chain. Specifically, there is no information exchange among the involved parties on the actual market demand that drives the production activity of the entire chain. Thus, each stage utilizes only the series of orders generated by its immediate customers in the chain for characterizing this demand, and therefore, it develops a very different perspective for this quantity.

Question 4

The main problem is that by failing to coordinate in their effort to meet the market demand, the various parties of the supply chain will have to deal with unnecessarily high levels of variability, and the resulting pressures, in their operations. The net result is inability to satisfy the chain demand in an effective and efficient manner. Therefore, it advisable that all parties of the supply chain have access to point-of-sales data, so that they obtain a clearer understanding of the forces that drive the entire chain. Furthermore, practice of collaborative forecasting will allow to properly interpret this data, and also, allow all the parties of the supply chain anticipate any planned activity of any of the chain members that can influence the future demand. Use of modern information technology is an important enabler for all this interaction.

Question 5

Firms may order in large lots because there is a significant fixed cost associated with placing, receiving, or transporting an order. Large lots may also occur if suppliers offer quantity discounts based on lot size. This makes coordination a problem since orders do not reflect and align to the actual demand experienced by the downstream firms. To minimize large batches and improve coordination, companies should collaborate to reduce fixed cost associated with ordering, transporting, and receiving each lot. Effective use of information technology can reduce the experienced replenishment times and reduce the fixed costs associated with replenishment. 

Question 6

Trade promotions and price fluctuations induce variability in the orders placed to the suppliers, since they motivate higher-size orders and “forward buying” practices in the downstream parties of the supply chain. The resulting variability in orders makes coordination in supply chain difficult to achieve. One can address this problem by changing the applied quantity discount policy from lot size-based to volume-based. Volume-based discounts consider the total purchases during a period rather than a single order. Volume-based quantity discounts result in a smaller lot sizes, thus reducing variability in the supply chain. In addition, the applied pricing scheme must be stabilized by eliminating promotions. This would eliminate forward buying by the downstream parties of the chain.

Problem 1:

It is clear by “eyeballing” the data of Table 7.3 – ideally, we should have plotted this data -- that they present seasonality with one cycle corresponding to one full year; given that the data is presented on a monthly basis, the periodicity of this model is p = 12 periods. Hence, according to the methodology presented in class, seasonal indices for the requested forecasting model can be obtained from the following table:

	Sales
	1998
	1999
	2000
	2001
	2002
	SI(98)
	SI(99)
	SI(00)
	SI(01)
	SI(02)
	SI(avg)

	January
	2000
	3000
	2000
	5000
	5000
	0.026
	0.034
	0.02
	0.043
	0.044
	0.033

	February
	3000
	4000
	5000
	4000
	2000
	0.038
	0.045
	0.051
	0.035
	0.018
	0.037

	March
	3000
	3000
	5000
	4000
	3000
	0.038
	0.034
	0.051
	0.035
	0.027
	0.037

	April
	3000
	5000
	3000
	2000
	2000
	0.038
	0.056
	0.031
	0.017
	0.018
	0.032

	May
	4000
	5000
	4000
	5000
	7000
	0.051
	0.056
	0.041
	0.043
	0.062
	0.051

	June
	6000
	8000
	6000
	7000
	6000
	0.077
	0.09
	0.061
	0.061
	0.053
	0.068

	July
	7000
	3000
	7000
	10000
	8000
	0.09
	0.034
	0.071
	0.087
	0.071
	0.071

	August
	6000
	8000
	10000
	14000
	10000
	0.077
	0.09
	0.102
	0.122
	0.088
	0.096

	September
	10000
	12000
	15000
	16000
	20000
	0.128
	0.135
	0.153
	0.139
	0.177
	0.146

	October
	12000
	12000
	15000
	16000
	20000
	0.154
	0.135
	0.153
	0.139
	0.177
	0.152

	November
	14000
	16000
	18000
	20000
	22000
	0.179
	0.18
	0.184
	0.174
	0.195
	0.182

	December
	8000
	10000
	8000
	12000
	8000
	0.103
	0.112
	0.082
	0.104
	0.071
	0.094

	Total
	78000
	89000
	98000
	115000
	113000
	1
	1
	1
	1
	1
	1


From the above table, we can also see that the annual total demand presents a linear growth for the first four years, however, it seems to stagnate in year 2002. So,  forecasting demand for 2003 based on this set of data requires special caution: Is 2002 just an outlier with respect to the earlier trend, or the initiation of a new phase for the demand? This is the point where additional qualitative information is especially important. The management team is called to “interpret” this new development, by identifying its “root causes” and assessing their impact on to the shaping of the future demand.

I. If the demand of year 2002 is considered to be just an “outlier” to a persisting growing pattern, then we can use linear regression on the past 5 observations (we might also ignore or “correct” the outlier value of year 2002, if there is substantial information upon which to base this correction).

Applying the linear regression formula  [Lc Tc]T  = (PTP)-1PTDc that was presented in class, with
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Hence, the total expected demand for year 2003 is F2003 = Lc+Tc(6 = 69800+9600(6=127400. Using the seasonal indices computed above, the monthly demand for year 2003 is forecasted as follows:

	F(03:Jan)
	4267.5

	F(03:Feb)
	4762.4

	F(03:Mar)
	4701.6

	F(03:Apr)
	4085.6

	F(03:May)
	6464.4

	F(03:Jun)
	8714.2

	F(03:Jul)
	8985.1

	F(03:Aug)
	12207

	F(03:Sep)
	18657

	F(03:Oct)
	19310

	F(03:Nov)
	23226

	F(03:Dec)
	12019


II. On the other hand, if the company management has good reasons to believe that the product demand has entered a new more stable phase, it would be pertinent to focus on the last two values of the demand and estimate the annual demand for 2003 using their mean. Hence, we in this case, F2003=114000. The monthly forecast for 2003 will be as follows:

	F(03:Jan)
	3818.6

	F(03:Feb)
	4261.5

	F(03:Mar)
	4207.1

	F(03:Apr)
	3655.8

	F(03:May)
	5784.4

	F(03:Jun)
	7797.6

	F(03:Jul)
	8040

	F(03:Aug)
	10923

	F(03:Sep)
	16695

	F(03:Oct)
	17279

	F(03:Nov)
	20783

	F(03:Dec)
	10755


Next, we demonstrate the calculation of the requested statistics, TS, MAD, MAPE and MSE, using the first case discussed above (for the second case, the model would not apply to the years 1998-2000). The calculation can be tabulated as follows:

	Period
	Cycle
	Dt
	Fc
	Ft
	Et=Ft-Dt
	|Et|
	Et^2
	|Et/Dt|

	Jan-98
	1
	2000
	79400
	2659.6
	659.632
	659.6
	4.35E+05
	0.33

	Feb-98
	1
	3000
	79400
	2968.1
	-31.909
	31.91
	1.02E+03
	0.011

	Mar-98
	1
	3000
	79400
	2930.2
	-69.805
	69.81
	4.87E+03
	0.023

	Apr-98
	1
	3000
	79400
	2546.3
	-453.74
	453.7
	2.06E+05
	0.151

	May-98
	1
	4000
	79400
	4028.8
	28.8087
	28.81
	8.30E+02
	0.007

	Jun-98
	1
	6000
	79400
	5431
	-569.01
	569
	3.24E+05
	0.095

	Jul-98
	1
	7000
	79400
	5599.8
	-1400.2
	1400
	1.96E+06
	0.2

	Aug-98
	1
	6000
	79400
	7607.9
	1607.89
	1608
	2.59E+06
	0.268

	Sep-98
	1
	10000
	79400
	11628
	1627.64
	1628
	2.65E+06
	0.163

	Oct-98
	1
	12000
	79400
	12035
	34.8235
	34.82
	1.21E+03
	0.003

	Nov-98
	1
	14000
	79400
	14475
	475.243
	475.2
	2.26E+05
	0.034

	Dec-98
	1
	8000
	79400
	7490.6
	-509.39
	509.4
	2.59E+05
	0.064

	Jan-99
	2
	3000
	89000
	2981.2
	-18.801
	18.8
	3.53E+02
	0.006

	Feb-99
	2
	4000
	89000
	3327
	-673.05
	673
	4.53E+05
	0.168

	Mar-99
	2
	3000
	89000
	3284.5
	284.475
	284.5
	8.09E+04
	0.095

	Apr-99
	2
	5000
	89000
	2854.1
	-2145.9
	2146
	4.60E+06
	0.429

	May-99
	2
	5000
	89000
	4515.9
	-484.08
	484.1
	2.34E+05
	0.097

	Jun-99
	2
	8000
	89000
	6087.6
	-1912.4
	1912
	3.66E+06
	0.239

	Jul-99
	2
	3000
	89000
	6276.9
	3276.87
	3277
	1.07E+07
	1.092

	Aug-99
	2
	8000
	89000
	8527.7
	527.735
	527.7
	2.79E+05
	0.066

	Sep-99
	2
	12000
	89000
	13034
	1033.51
	1034
	1.07E+06
	0.086

	Oct-99
	2
	12000
	89000
	13490
	1489.92
	1490
	2.22E+06
	0.124

	Nov-99
	2
	16000
	89000
	16225
	225.398
	225.4
	5.08E+04
	0.014

	Dec-99
	2
	10000
	89000
	8396.3
	-1603.7
	1604
	2.57E+06
	0.16

	Jan-00
	3
	2000
	98600
	3302.8
	1302.77
	1303
	1.70E+06
	0.651

	Feb-00
	3
	5000
	98600
	3685.8
	-1314.2
	1314
	1.73E+06
	0.263

	Mar-00
	3
	5000
	98600
	3638.8
	-1361.2
	1361
	1.85E+06
	0.272

	Apr-00
	3
	3000
	98600
	3162
	161.983
	162
	2.62E+04
	0.054

	May-00
	3
	4000
	98600
	5003
	1003.03
	1003
	1.01E+06
	0.251

	Jun-00
	3
	6000
	98600
	6744.3
	744.282
	744.3
	5.54E+05
	0.124

	Jul-00
	3
	7000
	98600
	6953.9
	-46.077
	46.08
	2.12E+03
	0.007

	Aug-00
	3
	10000
	98600
	9447.6
	-552.42
	552.4
	3.05E+05
	0.055

	Sep-00
	3
	15000
	98600
	14439
	-560.63
	560.6
	3.14E+05
	0.037

	Oct-00
	3
	15000
	98600
	14945
	-54.992
	54.99
	3.02E+03
	0.004

	Nov-00
	3
	18000
	98600
	17976
	-24.446
	24.45
	5.98E+02
	0.001

	Dec-00
	3
	8000
	98600
	9301.9
	1301.94
	1302
	1.70E+06
	0.163

	"Jan-01"
	4
	5000
	108200
	3624.3
	-1375.7
	1376
	1.89E+06
	0.275

	"Feb-01"
	4
	4000
	108200
	4044.7
	44.6781
	44.68
	2.00E+03
	0.011

	"Mar-01"
	4
	4000
	108200
	3993
	-6.9635
	6.964
	4.85E+01
	0.002

	"Apr-01"
	4
	2000
	108200
	3469.8
	1469.84
	1470
	2.16E+06
	0.735

	"May-01"
	4
	5000
	108200
	5490.1
	490.14
	490.1
	2.40E+05
	0.098

	"Jun-01"
	4
	7000
	108200
	7400.9
	400.926
	400.9
	1.61E+05
	0.057

	"Jul-01"
	4
	10000
	108200
	7631
	-2369
	2369
	5.61E+06
	0.237

	"Aug-01"
	4
	14000
	108200
	10367
	-3632.6
	3633
	1.32E+07
	0.259

	"Sep-01"
	4
	16000
	108200
	15845
	-154.77
	154.8
	2.40E+04
	0.01

	Oct-01"
	4
	16000
	108200
	16400
	400.1
	400.1
	1.60E+05
	0.025

	"Nov-01"
	4
	20000
	108200
	19726
	-274.29
	274.3
	7.52E+04
	0.014

	"Dec-01"
	4
	12000
	108200
	10208
	-1792.4
	1792
	3.21E+06
	0.149

	"Jan-02"
	5
	5000
	117800
	3945.9
	-1054.1
	1054
	1.11E+06
	0.211

	"Feb-02"
	5
	2000
	117800
	4403.5
	2403.54
	2404
	5.78E+06
	1.202

	"Mar-02"
	5
	3000
	117800
	4347.3
	1347.32
	1347
	1.82E+06
	0.449

	"Apr-02"
	5
	2000
	117800
	3777.7
	1777.7
	1778
	3.16E+06
	0.889

	"May-02"
	5
	7000
	117800
	5977.3
	-1022.7
	1023
	1.05E+06
	0.146

	"Jun-02"
	5
	6000
	117800
	8057.6
	2057.57
	2058
	4.23E+06
	0.343

	"Jul-02"
	5
	8000
	117800
	8308
	308.034
	308
	9.49E+04
	0.039

	"Aug-02"
	5
	10000
	117800
	11287
	1287.27
	1287
	1.66E+06
	0.129

	"Sep-02"
	5
	20000
	117800
	17251
	-2748.9
	2749
	7.56E+06
	0.137

	"Oct-02"
	5
	20000
	117800
	17855
	-2144.8
	2145
	4.60E+06
	0.107

	"Nov-02"
	5
	22000
	117800
	21476
	-524.14
	524.1
	2.75E+05
	0.024

	"Dec-02"
	5
	8000
	117800
	11113
	3113.27
	3113
	9.69E+06
	0.389

	
	
	
	
	
	-1E-11
	1030
	1.86E+06
	0.196


Based on the above, we get:

· MAD = average(|Et|) = 1030

· MSE = average(Et2) = 1.86x106
· MAPE = average(|Et/Dt|) = 0.196

· Bias = sum(Et) = -1x10-11 ( 0

· TS = Bias / MAD ( 0

Although the above numbers indicate a very good fit of the developed model for the past data, its validity is condition on the discussion provided above.

Problem 2:

The tabulation of the computation engaged in the application of the two suggested models is provided below. 

Moving Average (4)

	Period
	Demand
	Lt
	Ft-1,t
	Et
	|Et|
	Et^2
	|Et/Dt|

	1
	108
	
	
	
	
	
	

	2
	116
	
	
	
	
	
	

	3
	118
	
	
	
	
	
	

	4
	124
	116.5
	
	
	
	
	

	5
	96
	113.5
	116.5
	20.5
	20.5
	420.3
	0.214

	6
	119
	114.3
	113.5
	-5.5
	5.5
	30.25
	0.046

	7
	96
	108.8
	114.3
	18.25
	18.25
	333.1
	0.19

	8
	102
	103.3
	108.8
	6.75
	6.75
	45.56
	0.066

	9
	112
	107.3
	103.3
	-8.75
	8.75
	76.56
	0.078

	10
	102
	103
	107.3
	5.25
	5.25
	27.56
	0.051

	11
	92
	102
	103
	11
	11
	121
	0.12

	12
	91
	99.25
	102
	11
	11
	121
	0.121

	
	
	
	
	58.5
	10.88
	146.9
	0.111


Since we are using a MA model for the forecasting, we essentially assume that the demand Dt has a constant mean L, which from the above computation, is currently estimated equal to L12=99.25. Hence, our forecast for the next four weeks is F13 = F14 = F15 = F16 = 99.25.

MAD = 10.88, MSE=146.9, MAPE = 0.111, bias = 58.5 and TS = 5.38

Exponential Smoothing (0.1)

	Period
	Demand
	Lt
	Ft-1,t
	Et
	|Et|
	Et^2
	|Et/Dt|

	
	
	108
	
	
	
	
	

	1
	108
	108
	108
	0
	0
	0
	0

	2
	116
	108.8
	108
	-8
	8
	64
	0.069

	3
	118
	109.7
	108.8
	-9.2
	9.2
	84.64
	0.078

	4
	124
	111.1
	109.7
	-14.3
	14.28
	203.9
	0.115

	5
	96
	109.6
	111.1
	15.15
	15.15
	229.5
	0.158

	6
	119
	110.6
	109.6
	-9.37
	9.367
	87.74
	0.079

	7
	96
	109.1
	110.6
	14.57
	14.57
	212.3
	0.152

	8
	102
	108.4
	109.1
	7.113
	7.113
	50.59
	0.07

	9
	112
	108.8
	108.4
	-3.6
	3.598
	12.95
	0.032

	10
	102
	108.1
	108.8
	6.761
	6.761
	45.72
	0.066

	11
	92
	106.5
	108.1
	16.09
	16.09
	258.7
	0.175

	12
	91
	91.9
	106.5
	15.48
	15.48
	239.5
	0.17

	
	
	
	
	62.19
	11.01
	142.1
	0.113


This model also assumes that the demand has a stable mean value across all periods. Hence, F13=F14= F15=F16 =L12 =91.9. 

MAD=11.01, MSE=142.1, MAPE=0.113, bias=62.19, TS = 5.65

Both models are basing their forecast on the same assumption regarding the existing trends in the demand, and have quite comparable performance. It is interesting to notice the very high value of the Tracking Signal TS due to the last three positive and rather high values of the error Et. Essentially, this is an alert that the demand might be a systematic decrease in the demand.

Problem 3

The two cases are tabulated as follows:

Exponential Smoothing (0.1)

	Period
	Dt
	Lt
	Ft-1,t
	Et
	|Et|

	
	
	98
	
	
	

	1
	98
	98
	98
	0
	0

	2
	106
	98.8
	98
	-8
	8

	3
	109
	99.82
	98.8
	-10.2
	10.2

	4
	133
	103.14
	99.82
	-33.18
	33.18

	5
	130
	105.82
	103.14
	-26.86
	26.862

	6
	116
	106.84
	105.82
	-10.18
	10.176

	7
	133
	109.46
	106.84
	-26.16
	26.158

	8
	116
	110.11
	109.46
	-6.542
	6.5424

	9
	138
	112.9
	110.11
	-27.89
	27.888

	10
	130
	114.61
	112.9
	-17.1
	17.099

	11
	147
	117.85
	114.61
	-32.39
	32.389

	12
	141
	120.16
	117.85
	-23.15
	23.15

	13
	144
	122.55
	120.16
	-23.84
	23.835

	14
	142
	124.49
	122.55
	-19.45
	19.452

	15
	165
	128.54
	124.49
	-40.51
	40.507

	16
	173
	132.99
	128.54
	-44.46
	44.456

	
	
	
	
	-349.9
	21.868


The use of the Simple Exponential Smoothing model implies that we assume the demand to have a constant mean L, which from the above is estimated equal to Lt = 132.99. We provide also the bias and the MAD for this model. Bias = -349.9 and MAD = 31.868. Notice that the model systematically underestimates the demand (Et = Ft-1,t-Dt). The tracking signal is TS = -349.9/31.868 = -10.98 ( [-6,6], which suggest that the model is not good. Indeed, eyeballing the data, we can see that there is a growing trend in them, which is not accounted for by the above model. 

Holt’s method ((=0.1, (=0.1)

	Period
	Dt
	Lt
	Tt
	Ft-1,t
	Et
	|Et|

	
	
	93
	4.5
	
	
	

	1
	98
	97.55
	4.505
	97.5
	-0.5
	0.5

	2
	106
	102.45
	4.544
	102.06
	-3.95
	3.945

	3
	109
	107.19
	4.565
	106.99
	-2.01
	2.006

	4
	133
	113.88
	4.777
	111.76
	-21.2
	21.24

	5
	130
	119.79
	4.89
	118.66
	-11.3
	11.34

	6
	116
	123.82
	4.803
	124.68
	8.684
	8.684

	7
	133
	129.06
	4.847
	128.62
	-4.38
	4.381

	8
	116
	132.11
	4.668
	133.9
	17.9
	17.9

	9
	138
	136.9
	4.68
	136.78
	-1.22
	1.217

	10
	130
	140.43
	4.565
	141.58
	11.58
	11.58

	11
	147
	145.19
	4.585
	144.99
	-2.01
	2.009

	12
	141
	148.9
	4.497
	149.78
	8.776
	8.776

	13
	144
	152.46
	4.403
	153.4
	9.396
	9.396

	14
	142
	155.37
	4.254
	156.86
	14.86
	14.86

	15
	165
	160.16
	4.308
	159.63
	-5.37
	5.373

	16
	173
	165.33
	4.393
	164.47
	-8.53
	8.527

	
	
	
	
	
	10.67
	8.234


This model accounts for the growth in the data. In particular, our estimates for the future demand are F16+i = L16+T16(i, where L16 = 165.33 and T16 = 4.393. The MAD and bias for this model are MAD=8.234 and Bias = 10.67. Hence, the tracking signal TS = 10.67/8.234 = 1.295. Clearly, the performance of this model is much better than that of the previous one (which should have been expected given the observed growth in the data).

One last remark concerns the initialization of the model parameters: We set the initial slope T0 = (D16-D1) / 16 =4.6875 ( 4.5, and L0 ( D1 – T0.

Problem 5: 

Since the considered data set presents seasonality, with a periodicity of p=12, we shall apply Winter’s method. The relevant computation is presented in the spreadsheet posted in the course Web site under the title “Forecasting-Problem-4”. The implementation employs a smoothing constant equal to 0.1 for all the model parameters.  The initial values for the model parameters were computed based on the results of Problem 1. More specifically, the seasonal indices were initialized at the values obtained in Problem 1, T0 = Tc / 12, and L0 = Lc. You might want to experiment with the initial values for the model  parameters as well as the smoothing constants, to see how they affect the model performance.

The monthly forecasts for the next year can be computed from the values of the aforementioned spreadsheet, using the formula:

F60+i = (L60+T60(i)(SI60,i  ,  I=1,2,…,12

The model performance is assessed by applying it on the past data, and computing the MAD, MSE and MAPE values, which are also reported in the spreadsheet. The TS is TS=6988/1276=5.47. This could be reduced with a better selection of the initial parameters and the smoothing constants.
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