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Abstract

The most basic problem considered in Machine Learning is the supervised binary data classifi-
cation, where one is given a training sample — a random sample (z;,v;), i = 1, ..., £ of examples
— attribute vectors z; equipped with labels y; = £1 — drawn from unknown distribution P, and
the goal is to build, based on this sample, a classifier — a function f(z) taking values +1 such
that the generalization error Probp{(x,y) : f(z) # y} is as small as possible. This general prob-
lem has numerous applications in classification of documents, texts and images, in computerized
medical diagnostic systems, etc.

The SVM approach is the most frequently used technique for solving the outlined problem
(same as other classification problems arising in Machine Learning). With this approach the
classifier is given by an optimal solution to a specific convex optimization problem. While
the theoretical background of SVM is given by a well-developed and deep Statistical Learning
Theory, the computational tools used traditionally in the SVM context (that is, numerical
techniques for solving the resulting convex programs) are not exactly state-of-the-art of modern
Convex Optimization, especially when the underlying data sets are very large (tens of thousands
of examples with high-dimensional attribute vectors in the training sample). In the large-scale
case, one cannot use the most advanced, in terms of the rate of convergence, convex optimization
techniques (Interior Point methods), since the cost of an iteration in such a method (which
grows nonlinearly with the sizes of the training data) becomes too large to be practical. At the
same time, from the purely optimization viewpoint, the “computationally cheap” optimization
methods routinely used in the large-scale SVM’s seem to be somehow obsolete.

The goal of the thesis is to investigate the potential of recent advances in “computationally
cheap” techniques for extremely large-scale convex optimization in the SVM context. Specifi-
cally, we intend to utilize here the Mirror Prox algorithm (A. Nemirovski, 2004). The research
will focus on (a) representing the SVM optimization programs in the specific saddle point form
required by the algorithm, (b) adjusting the algorithm to the structure of the SVM problems,
and (c) software implementation and testing the algorithm on large-scale SVM data, with the
ultimate goal to develop a novel theoretically solid and computationally efficient optimization
techniques for SVM-based supervised binary classification.
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Set of real numbers

Training sample

Training sample size

Attribute vectors

Vector of labels

A set (usually a subset of a certain R")
Classifier function

Family of real valued functions (classifiers)
The margin of a classifier
Distribution function

Inner product

Hilbert space

A space dual to E

Norm

Dual norm

Slack vector

Kernel function

Complexity

Iteration number

radius of the ball containing the data
Lipschitz constant

Constant parameters

Positive reals

Dimension of feature space

A certain set

Matrix

vector of primal variables (a or w)
ell-covering number of F

Fat shattering dimension
distance-generating function

local distance

Bregman diameter

Prox mapping

Complexity parameter

Confidence
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Chapter 1

Introduction

In this chapter, we present a brief overview on Support Vector Machines along with outline and
motivation of the goals of our research, and summarize the results of the Thesis.

1.1 Supervised Binary Classification via Support Vector Ma-
chines

1.1.1 Supervised Binary Data Classification

Supervised Binary Classification is the most basic problem of Machine Learning. In this problem,
one is given a training sample S comprised of ¢ examples (z;,y;), i = 1, ..., ¢, where the feature
vectors x; are points of a given set X (usually, a subset of certain R™), and the labels y; are either
+1, or —1. It is assumed that this sample is picked at random from an unknown distribution
D on X x {—1;1}, and the goal is to build a classifier capable to predict well the label y of a
tentative example via the attribute vector x of this example. Formally speaking, a classifier is a
function ¢(-) on X taking values in {—1;1}, and the quality of such a classifier is quantified by
its generalization error

errp(¢) = Probp {(z,y) : ¢(x) # y};

the less is the error, the better.

In applications, the attribute (sometimes called input) vectors z usually are collections of
numerical or categorical measurements taken from a certain object (e.g., results of a number
of medical tests taken from a patient), while the labels mark the fact that the object belongs
(y = 1) or does not belong (y = —1) to certain set (e.g., a patient has or does not have a
particular decease). The problem is of also of interest in the situations when there exists some
correlation between the attributes and the labels, so that in principle it is possible to predict, to
some extent, the value of the label via the values of the attributes. At the same time, we do not
know in advance a good predictor and should therefore build it by learning the available data.

The goal of the problem we have just outlined, is to seek for binary classifier based on
a training sample where the examples are already classified “by supervisor” (hence the name
“supervised binary classification”). Machine Learning considers various modifications of this
problem, e.g., supervised classification in more than two classes, or the regression estimation
problem, where the “labels” may take arbitrary real values rather than to be £1, or unsupervised
classification (called usually clustering) where no labels are given, and the classification should
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be carried out solely in terms of a given set of feature vectors. In this wide spectrum of problems,
supervised binary classification seems to be the most basic and most frequently used one.

Machine Learning in general, and supervised binary classification in particular, has an ex-
tremely wide spectrum of applications, including those in Medical Diagnostics, Bio-informatics,
Automatized Classification of Texts and Images (see: [1], Chapter 8), etc.

1.1.2 Supervised Binary Classification via Support Vector Machines
Representing a classifier

The standard way to specify a binary classifier ¢(z) is to represent it in the form

¢(x) = sign(f(z)), (1.1.1)

where f(z) is a real-valued function. For the sake of brevity, we use the word “classifier” for
both ¢ and f, speak about the generalization error errp(f) of f(-), etc.; this slight ambiguity is
not dangerous, since it will be always clear from the context which interpretation of the word
“classifier” is meant.

Generic scheme for building a classifier

The most general scheme for building classifiers is as follows. Given in advance a set X of
possible values of attribute vectors, we fix a family of tentative classifiers f, that is, a family
F of real-valued functions on X. Next, given a training sample S = {(z;,v;)}/_;, we find in
this family a classifier f which exhibits the “best possible classification abilities” on the training
sample, and this is the classifier yielded by the sample. The major “degrees of freedom” of this
conceptual scheme are

e the underlying family F of tentative classifiers,
and

e the way in which the “classification abilities” of a tentative classifier f € F are quantified.
Specifying these “degrees of freedom”, referred to as a setup, we specify the outlined conceptual
classification scheme and can investigate its quality in terms of the resulting generalization error.

Margin and Soft Margin-based affine classifiers

We are about to present two setups of primary importance for modern Machine Learning; these
are the setups we intend to deal with. In both cases, it is assumed that X is a bounded
subset of Euclidean (or real Hilbert) space F with inner product (-,-) and the associated norm

]l = v/{x, z).

Example 1: Linear margin-based classification. This setup is as follows:

e F is the set of all continuous affine functions f(z) = (w,x) +b on E D X, or, which is the
same, of functions of the indicated form associated with all possible weights w € FE and

all possible shifts b € R.
e A tentative classifier f(x) = (w,x) + b is called feasible on a given training sample S =

{(ajiayi)}f:l? if
miny; f(z;) > 1, i=1,...,4; (1.1.2)
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the “classification ability” exhibited by such a classifier on S is 1/||w||, the larger is this
quantity, the better. Thus, the optimal classifier is given by the optimal solution to the
optimization problem
.1 .
min §<w,w> 1 —yi[(w, ) +0] <0,i=1,...,0¢. (1.1.3)
w,

The outlined setup admits a transparent geometric interpretation. A classifier f(z) = (w,z) +
b € F is feasible on the training sample S if and only if the stripe Il between two parallel

hyperplanes 111 = {z : f(z) = 1} and II_ = {x : f(z) = —1} orthogonal to w separates
the set S4 = {x; : y; = 1} of (attribute vectors of) “positive” examples from S and the set
S_ = {x; : yi = —1} of “negative” examples, so that all positive points z; € S; are on and

above II;, and all points x; € S_ are on and below II_, the “above” given by the direction of
w. The geometric width of II (called the geometric margin of the classifier) clearly is 1/||w||,
which is exactly the “classification ability” of the classifier as defined above. It follows that the
classifier yielded by the setup corresponds to the widest possible strip separating S_ and Sy;
such a classifier does exist and is unique, provided that both S, and S_ are nonempty and can
be separated by a strip of positive width.

A drawback of the margin-based linear classification is that its does not work at all when the
sets of positive and negative examples Sy and S_ cannot be separated by a stripe of positive
width, which may be caused by just few “outliers”. The second setup we are about to consider
is aimed at overcoming this drawback.

Example 2: Linear classification based on soft margin. Here, as above, the family F
of tentative classifiers is comprised of affine functions f(z) = (w,z) + b with w € E and b € R.
With such a classifier and a training sample S = {(z;,;)}{_;, we associate the slack margin
vector & = (&1, ..., &) defined as

& =¢&(w,S) =max[0,1 —y; f(z)], i =1,..., L.

The “classification ability” of f on S is quantified by the quantity 1/4/|w]|| + C2||€||3, where
I€lle = VETE is the standard Euclidean norm on RY, and C' > 0 is a positive constant. Thus,
the optimal classifier is given by the optimal solution to the optimization problem

min {% {(w,w) + C2§T§} 1 —yi[(w,x) +b) <& i=1,..,0,§ > 0}

w,b,§
)
min{% [(w,w> + C2€T(w,S)§(w,S)} 2&i(w, S) = max([0,1 — y;[(w, z;) + b]], : = 1, ...,6} .

w,b

(1.1.4)
This setup admits a geometric interpretation similar to the one in Example 1. Same as in this
Example, we associate with the (w,b)-part of a feasible solution to (1.1.4) a stripe II between
the parallel hyperplanes 11+ = {z : (w,z) + b = £1}, but now we do not require from this
stripe to separate the sets Sy of “positive” and S_ of “negative” attribute vectors from the
sample. Instead, we quantify the “mis-placements” of x;’s with respect to the stripe II by the
quantities & (w,S) and penalize the original objective in (1.1.3) by the squared norm of the
resulting residual vector £(w, S). It is well known that the setup in Example 2 can, essentially,
be reduced to the one of Example 1 as applied to properly transformed attribute vectors; we
will consider this issue in more details in Chapter 2.
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Support Vector Machines

The techniques for building classifiers presented in Examples 1 and 2 and in their natural
modifications to be considered in the main body of this Thesis are commonly referred to as
Support Vector Machines (SVMS)I). SVMs originate from the pioneering work of Boser, Guyon
and Vapnik [?] and Cortes and Vapnik [?] and are now considered as a classic techniques for
processing problems of Supervised Binary Classification. The associated body of knowledge
consists, essentially, of 3 parts:

1. Statistical Learning Theory — a deep and highly nontrivial theory capable to quantify
the quality (the generalization error) of a classifier yielded by an SVM (and by similar
techniques associated with more general families F of tentative classifiers). We shall review
this theory in more details in Chapter 2; for the time being, it suffices to say that this
theory provides theoretical justification of the SVM approach along with general guidelines
on its implementation;

2. Computational SVM machinery. An extremely attractive feature of SVMs, not shared by
other techniques for solving classification problems of Machine Learning, is that building
the associated “theoretically justified” classifiers reduces to solving well-structured convex
optimization problems like (1.1.3), (1.1.4), and as such can be carried out in a computa-
tionally efficient manner. This is a key to real-world applications which more often than
not require processing really large-scale data sets (samples with many hundreds/thousands
of examples with the dimensions of the attribute vectors up to tens and hundreds of thou-
sands), which makes computational efficiency of the approaches a real must. Over the
years, the computational aspects of SVMs were subject of intensive research and test-
ing, and the corresponding algorithms and software include a wide spectrum of convex
optimization tools adjusted to SVM optimization models;

3. Methodology of adjusting SVM models to specific data sets and experience gained in aca-
demic and real world applications. In fact, the SVM machinery is by far more flexible
than it is suggested by Examples 1, 2. A crucial new “flexibility dimension” is added
by a possibility to pre-process the models presented in these examples by an appropriate
nonlinear embedding = — ¢(x) of the set X of possible values of attribute vectors into
a Euclidean/Hilbert feature space F' with inner product (-,-)p. Given such an embed-
ding, we can identify the attribute vectors x with their images ¢(x) in the feature space;
with this identification, affine classifiers f(-) = (w,-)r + b on F induce nonlinear classi-
fiers sign(f(¢(x))) on the original attribute space, thus bringing into the scope of linear
SVMs wide families of highly nonlinear classifiers. A nice feature of such a construction
is that its implementation usually does not require explicit specification of the embed-
ding 2 — ¢(z); all which matters is the associated kernel K(2/,2") = (p(2'), p(2”)) p.
Such a kernel can be an arbitrary real-valued function on X x X satisfying the well-
known Merser conditions (see, e.g., [1], Chapter 3) and can be specified without explicit
reference to the underlying embedding (as it is the case with popular Gaussian kernels
K(2',2") = exp{—||z’ — 2"||3/0?} on subsets X of R™). There are numerous real world

DThe name comes from the fact that the w-component w, of the unique optimal solution to (1.1.3) is a linear
combination, with nonnegative coefficients, of the vectors y;x; associated with support feature vectors x; from
the training sample — those belonging to the boundary hyperplanes 114 of the widest stripe II separating S+ and
S_. These support vectors are fully responsible for the resulting classifier — the latter remains unchanged when
one removes from the training sample “non-support” examples.
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situations where affine classification of reasonable quality is impossible in the original at-
tribute space but is possible in a properly defined feature space (that is, with properly
chosen kernel), so that the “flexibility dimension” becomes really vital for the success. At
the same time, utilizing the just outlined option requires various techniques for choosing
and adjusting kernels (and other elements of of SVM models, like the parameter C in
(1.1.4)). These techniques and related experience form the concluding part of the SVM
body of knowledge.

1.2 Computational Machinery of SVMs and Positioning of the
research

Our research is focused on the second major component of the SVM machinery, that is, on
computational tools for processing SVM models. Our major goal is to investigate the potential
in the SVM context of novel “computationally cheap” techniques for extremely large-scale op-
timization, specifically, the Mirror Prox (MP) algorithm originating from [3]. To motivate this
goal, we start with brief outline of the state-of-the-art in modern Convex Optimization.

1.2.1 Modern Convex Optimization and SVMs
Interior Point Methods — advantages and limitations

During the last two decades, the major emphasis in convex optimization was on Interior Point
Methods (IPM) — theoretically efficient polynomial time algorithms capable to obtain high-
accuracy solutions of various families of well-structured convex optimization problems (like those
of Linear, Quadratic and Semidefinite Programming) at a relatively low iteration count. As a
result, today essentially all Convex Programming is “within the reach” of IPMs; in particular,
these methods were used successfully to process SVM models of medium size. However, it
eventually became clear that aside of Linear Programming, the scope of practical applications
of IMP methods is restricted by problems with at most few thousands of decision variables. This
restriction comes from the fact that IPMs have “computationally demanding” iterations with
the number of arithmetic operations growing nonlinearly with the design dimension n of the
problem, namely, as O(n?), unless problem’s data possess favourable sparsity structure. As a
matter of fact, the latter is often the case with Linear Programming programs of real-life origin
and is not the case with nonlinear problems. Fast — cubic — growth of computational effort
per iteration makes it practically too expensive or even impossible to handle problems with
tens and hundreds thousands of design variables — fast, in terms of iteration count, convergence
does not help much when the very first iteration “lasts forever”. In situations like this, high
accuracy turns out to be too computationally expensive; what one would like to do, is “to offer
reduced accuracy at reduced price”, but this is impossible when already a single iteration is too
computationally costly. Note that problems of sizes prohibitively large for IPMs arise in many
applications, including those in SVM.

“Cheap” optimization techniques for extremely large-scale convex problems

From practical viewpoint, design dimension n about 10* makes inapplicable methods with it-
eration cost O(n3); n like 10° and more makes a must nearly linear in n arithmetic cost of
iteration. At the present level of our knowledge, these requirements rule out IPMs and other
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polynomial time methods and leave us with “cheap” first order computational methods like
gradient descent, conjugate gradients, quasi-Newton methods with restricted memory, etc. Our
options are further restricted by the necessity to handle constraints, even simple ones (which do
arise in the SVM context). These limitations imply important theoretical consequences. Indeed,
all known “computationally cheap” optimization techniques are black box oriented — they are
unable to utilize full a priori knowledge of problem’s data and structure and progress solely on
the basis of local information on the problem (the values and the derivatives of the objective
and the constraints) collected along generated sequence of iterates. As a result, these methods
obey limits of performance established by Information-Based Complexity Theory (see, e.g., [5])
which state, in particular, that in the large-scale case, black box oriented methods can exhibit
only slow — sublinear — rate of convergence. The achievable convergence rate depends on the
smoothness of the objective and the geometry of the feasible set and is never better than O(1/t?)
(that is, the inaccuracy in terms of the objective goes to 0 with the number ¢ of objective’s eval-
uations not faster than O(1/t?)); in the large-scale nonsmooth case, the best guaranteed rate of
convergence is as slow as O(1/v/t). A practical conclusion of the outlined limits of performance
is that in the large-scale case, one cannot hope to get high-accuracy solutions in reasonable
time. Note, however, that in most practical applications there is no need in high-accuracy so-
lutions, already medium-accuracy ones are sufficient. What is really important in large-scale
applications, is whether medium-accuracy solutions can be obtained at dimension-independent
convergence rate, or the corresponding iteration count deteriorates with the problem’s dimen-
sion. And in this respect, there are good news: on problems with favourable geometry (which
is the case for many SVM models), properly designed computationally cheap methods possess
dimension-independent rate of convergence and thus are well-suited for the large-scale case.

It should be added that sometimes, optimization to high accuracy is not merely redundant,
it is even counter-productive. This phenomenon usually takes place in situations where
the optimization by itself is a tool rather than a goal and, besides this, the data of the
optimization problem to be solved are subject to perturbations (e.g., are random). A simplest
example here is the Maximum Likelihood parameter estimation. Closer to our subject,
this is the situation with SVM models as well — what we are interested in, is a classifier
with good generalization error, which is not exactly the same as the classifier with the best
possible classification abilities on our (random!) training sample. What happens in numerous
situations of the outlined type is as follows: at the beginning of the optimization process,
progress in purely optimization terms (that is, progress in the value objective function)
goes along with progress in the “actual quality” of the approximate solution (the estimation
error in the Maximum Likelihood example or the generalization error in the SVM one).
At certain point in time, everything changes — further progress in terms of the objective
function is accompanied by deteriorating, sometimes dramatic, of the “actual” quality of
the solution. This behaviour, called “overfitting” in the SVM literature, admits informal
“phenomenological” explanation as follows: at the beginning of the optimization process,
when the “major portion” of initial non-optimality in terms of the objective function is
eliminated, this happens via adjusting the solution to the “representative” component of the
data. At a certain point, further progress in the objective is caused by adjusting the solution
to “individual”, statistically meaningless, features of the particular data we are handling,
which may be counter-productive as far as our actual goals are concerned. Sometimes we
have in our disposal a possibility to quantify the “actual” quality of an intermediate solution
(in the SVM context, this can be done by testing an intermediate classifier on the validation
sample, see Chapter 5). In situations like this, an optimization process with many cheap
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steps could be more preferable than a process with few expensive ones even when both the
processes require the same overall effort. Indeed, in the first case we can better localize the
“turning point” and as a result end up with a solution of better quality (cf., e.g., numerical
results in Chapter 5).

The fact that simple first order optimization methods are unavoidable when processing large
data sets via SVM is, of course, a common knowledge in the Machine Learning community. What
seems to be not a common knowledge there, are recent advances in the area of these methods,
advances which can make the first order algorithms commonly used in SVMs somehow obsolete.

1.2.2 Recent advances in theory of “cheap” computational methods for ex-
tremely large-scale optimization

Traditionally, “cheap” optimization methods deal with convex optimization programs of the

form

;rél)rgf(:n), (1.2.1)

where X is a simple convex compact set in R™ and f(x) is a Lipschitz continuous convex
function on X. A sufficient for our purposes sample of basic results on limits of performance of
black-box-oriented methods on large-scale problems of this type are as follows (for details, see,
e.g., [5,7,6,3])

e The case of || - ||o-geometry: X is a subset of || - ||o-ball of radius R in RY.

— [Nonsmooth case] f is Lipschitz continuous, with constant L, convex function on X:

[f(@) = f()l < Lz — ylla-
Here the unimprovable in the large-scale case efficiency estimate (that is, upper bound
on the residual € = f(z) — m)}n f in terms of the number ¢ of required steps, with

single evaluation of f(x), f'(z) per step) is

LR
Vit

(from now on, all O(1)’s are absolute constants).

e=0(1) (1.2.2)

— [Smooth case| f possesses Lipschitz continuous, with constant L, gradient on X:
1f'(@) = f'W)ll2 < Lllz — yll2 for all 2,y € X.
Here the unimprovable in the large-scale case efficiency estimate is

LR?

e=0(1) = (1.2.3)

e The case of || - ||1-geometry: X is a subset of || - |[1-ball of radius R in RY.

— [Nonsmooth case] f is Lipschitz continuous, with constant L, convex function on X:

[f (@) = f(y)l < Lz =yl

Here the unimprovable in the large-scale case efficiency estimate is

LR/IogN
LiyIogN (1.2.4)

e=0(1) 7
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— [Smooth case] f possesses Lipschitz continuous, with constant L, gradient on X:
1F/(z) = f'W)lloo < Lz —ylls for all 2,y € X.
Here the unimprovable in the large-scale case efficiency estimate is

LR*1logN

e=0(1) 2

(1.2.5)
Note that the outlined efficiency estimates are (nearly) dimension independent; the correspond-
ing methods are “cheap” (single computation of f, f’ per step plus overhead of O(n)), pro-
vided that X is simple enough. Note that the outlined dimension-independent rate of conver-
gence is impossible when passing from || - || and || - ||;-balls X to, e.g., boxes. For example,
when X is the || - ||co-ball of radius R and f is convex with Lipschitz continuous gradient:
lf'(x) = f(y)ll2 < L||z — y||oo, the best known efficiency estimates are proportional to the
design dimension N.

As we see, the limits of performance of black-box-oriented methods for solving (1.2.1) heavily
depend on the smoothness properties of the objective. Unfortunately, smoothness is a “rare
commodity” — the cases when one can reformulate a convex problem in the form of (1.2.1) and
end up with both smooth f and “simple” X (the latter is necessary when a cheap optimization
method is sought) are pretty rare.

For example, SVM models (1.1.3), (1.1.4) “as they are” possess smooth convex objectives
but complicated feasible sets. It is not difficult to convert these problems to the form of
(1.2.1) with simple X. For example, assuming w.l.o.g. that E is R" with the standard inner
product, (1.1.3) can be rewritten as

. T
,B) = —Yi  + R R = ; 1.2.6
o B /00 = mex -l B, Rz (129
(the optimal value in this problem is minus the geometric margin of the best possible affine
classifier on the training sample). The feasible sets of the resulting problem is a simple
subset of Euclidean ball of radius R, R = max||z||;, and the objective is convex Lipschitz
3

continuous, with constant O(1), function, although a nonsmooth one. Thus, the problem
can be solved with dimension-independent efficiency estimate O(1)Rt~'/2,

A recent (2003) breakthrough in this area, due to Yu. Nesterov [6], is that exploiting a priori
knowledge of the structure of the objective f (in Convex Optimization, this knowledge is a rule
rather than exception), one usually can convert a nonsmooth minimization problem (1.2.1) into
a saddle point problem
géi)r(lglea;( o(z,y) (1.2.7)
with smooth (Lipschitz continuous gradient) convex-concave cost function ¢. As a result, in the
case of favourable geometry of X,Y, the dimension-independent efficiency estimate achievable
for “cheap” optimization methods improves from O(1)t=1/2 (see (1.2.2), (1.2.4)) to O(1)t~'.
Note that this acceleration, quite important from the practical viewpoint, does not contradict
the “ultimacy” of the limits of performance of black-box-oriented methods as established by
the Information-Based Complexity Theory, since passing from nonsmooth optimization problem
(1.2.1) to smooth saddle point problem (1.2.7) utilizes a priori knowledge of the structure of the
original objective and thus is not black-box-based.
A simple and important observation of Nesterov made it possible to introduce cheap com-
putational techniques for solving extremely large-scale convex programs by utilizing a priori
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knowledge of problem’s structure — an option which was previously available only in the context
of Interior Point methods (and thus impossible to use in the really large-scale case). During
years 2003 — 2004, three essentially different “cheap” optimization algorithms were developed,
utilizing saddle point reformulation of (1.2.1) were introduced in order to ensure in favourable cir-
cumstances dimension-independent O(1)t~!-rate of convergence. They are called:smoothening
algorithm of Yu. Nesterov [6], Mirror Prox algorithm of A. Nemirovski [3] and Dual extrapola-
tion algorithm of Yu. Nesterov [9].

1.2.3 Goals of the Thesis

The primary goal of our research is to investigate the potential of the outlined recent progress in
“computationally cheap” techniques for extremely large-scale convex optimization in the SVM
context. Specifically, we intend to utilize here the Mirror Prox algorithm. The research focuses
on

(a) representing the SVM optimization programs in the specific saddle point form required
by the algorithm,

(b) adjusting the algorithm to the structure of the SVM problems, and

(c) software implementation and testing the Mirror Prox algorithm on large-scale SVM
data, with the ultimate goal to develop a novel theoretically solid and computationally efficient
optimization techniques for SVM-based large-scale Supervised Binary Classification.

1.3 Structure of Thesis and Overview of results

In this section, we describe the structure of the main body of the Thesis and outline our major
results.
The main body of Thesis consists of four chapters:

e Chapter 2 reviews the basics of the Statistical Learning Theory;

e Chapter 3 presents the necessary background on the Mirror Prox algorithm, which is the
main computational tool we intend to exploit in the SVM context;

e Chapter 4 converts the basic SVM models to saddle point problems to be solved by the
Mirror Prox algorithm;

e Chapter 5 describes our implementation of the MP algorithm as applied to SVM-
originating saddle point problems, discusses and motivates the methodology of our nu-
merical experimentation, present a detailed summary of our numerical results and makes
recommendations and conclusions on processing SVM models via MP.

In more details, the contents of the Thesis can be described as follows.

1.3.1 Statistical Learning Theory

In this section, we primarily overview some well-known SVM-related results on Statistical Learn-
ing Theory; our exposition mainly follows the one in [1], with some extensions which, to the best
of our knowledge, are new. These results form a theoretical justification of the SVM machinery;
roughly speaking, they bound from above the generalization error of a classifier taken from a
given class F in terms of
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(a) the length of the training sample,

(b) the behaviour exhibited by the classifier on this sample, and

(c) the “richness” of the family F of tentative classifiers. When applied to the SVM-based
classifiers, these bounds are as follows.

A. Bounding generalization error via margin. The corresponding result (Theorem 2.3 —
an extension of Theorem 4.18 in [1]) is as follows:

[Theorem 2.3] Let (E,| - || be a k-regular normed space, let X be a subset of the
centered at the origin || - ||-ball of radius R, and let vy € (0, R]. Further, let D be a
probability distribution on X x {—1,1}, £ be a positive integer and § € (0,1). Then
the following is true, up to D-probability of bad sampling < §:

If S = {(x1,91), ..., (xg,y¢) } is an L-element training sample drawn from D and an

affine function
f(x) = (w,z) +b

with |w|« <1 and |b| < R has margin v on S:

then the generalization error of the classifier sign(f(z)) admits upper bound as fol-

lows: ,
o[ R ,/(R 2
< 2 = = 3.
errp(f) < / |:‘€fy2 log (K’y> —i—logal (1.3.1)

The prototype of this statement — Theorem 4.18 in [1] — deals with the case when (E, |- ||) is a
Hilbert space with the inner product norm and (-,-) is the inner product on F; to the best of
our knowledge, this is the only situation considered in the literature so far. The novelty is that
we allow for (E, | - ||) to be a k-regular normed space, where the latter notion, taken from [4])
is defined as follows: Let E be a normed space with a norm || - ||, and let 7(x) be an equivalent
norm on F, that is, w(-) is another norm on E satisfying the relation

Vo€ B ||z)? < 72(2) < exllz)? (+)

with a certain constant ¢, < co. The notion of a k-regular normed space (E, || - ||) is defined as
follows (see [4]):

Definition 2.4Let (E,|| - ||) be a normed space.

(i) Let 7(-) be a norm on E which is equivalent to || - ||, and r be a positive real.
We say that m(-) is r-smooth, if the function P(x) = 7?(X) is continuously Frechet
differentiable and satisfies the inequality

V(x,z € E) : P(x + 2) < P(x) + (P'(2),2) + rP(2).

(ii) Let K be a positive real. We say that || - || is k-regular, if there exists r and r-
smooth norm 7(-) on E such that rc; < k, where ¢, is the “compatibility constant”
of m(+) and || - ||, see (x).

Basic examples of regular normed spaces include, e.g.,
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1. Hilbert space. The inner product norm ||z||g = v/(x,z)g on a Hilbert space E with inner
product (-, -)p clearly is 1-smooth. Consequently, a Hilbert space is 1-regular;

2. Spaces £p(M), 2 < p < co. Let M be a set, and let 1 < p < oo. The space €,(M) is
comprised of all real-valued functions ¢(-) on M with countable supports {u € M : ¢p(u) #

0} and finite || - ||,-norms
1/p

loO) o= | d_ o]

neM

the linear operations on ¢,(M) are defined in the standard point-wise fashion. The space
Lo (M) is defined similarly, up to the fact that now we define the norm (and require it to
be finite) as

[6()]loo = sup |¢()-
pneM

It is easily seen (see [4]) that when 2 < p < oo, the norm || - ||, is r-smooth with r = p — 1.
Thus,
The spaces £,(M), 2 < p < oo, are (p — 1)-regular.

The upper bounds on the “level of regularity”  in the above example deteriorates when
p — oo. This indeed happens in the case of an infinite-dimensional space; however, in the
finite-dimensional situation x can be bounded, uniformly in 2 < p < oo, solely in terms of
the dimension, and this bound extremely slowly — logarithmically - deteriorates with the
dimension, as can be seen from the following example:

Space €,(M), 2 < p < oo, associated with a finite set M, is k-regular with
k£ < O(1) min{p — 1,log(Card(M) + 1)},
where O(1) is an appropriate absolute constant.

For more examples of regular normed spaces, see Section 2.3.1

In Theorem 2.3, (£, z) is the value of a continuous linear functional £ on a vector = € E, and
€|l = sup|(&, x)|,x € E : ||z]] <1 is the conjugate (to norm || - ||) norm on the dual to (E, || |)
space E* of continuous linear functionals on F; in the case of Hilbert space E with the inner
product norm |- ||, E* is canonically identified with E'; with this identification, ||-|/s« becomes ||-||,
and Theorem 2.3 becomes a well-known standard result of Machine Learning theory. The power
of the latter result in the SVM context comes from the fact that the associated upper bound on
the generalization error is “dimension-independent” — what matters is solely the ratio R/~ of the
Hilbert ball containing the set of tentative feature vectors to the geometric margin ~ exhibited
by the (normalized) affine classifier on the training sample. The dimension-independent nature
of the result allows to work with extremely high-dimensional, and even infinite-dimensional,
Hilbert feature spaces. Theorem 2.3 extends this option to a much wider family of feature
spaces. As an extreme example, consider the case where E is the space (o (M) associate with
a finite set M, that is, E is the space RY of the dimension N = Card(M) equipped with the
uniform norm | - ||o. Here E* can be naturally identified with £ = R™; with this identification,
(€, z) becomes just €7z, and || - ||« becomes the norm || - ||; on E* = E = RY. The problem of
finding a normalized classifier with the largest possible geometric margin on the training sample
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becomes now the popular SVM model with || - ||;-normalization of tentative classifiers. Theorem
2.3 states that the “generalization abilities” of this model are, up to factor logV, the same as
for the standard “Euclidean” model with || - || in the roles of || - || and || - ||«. Thus, unless
the dimension of the feature space becomes astronomically large, || - ||;-SVMs (that is, SVM
models obtained from (1.1.3) by replacing the objective ||w||3 = (w, w) with ||w||}) are nearly as
theoretically valid as the standard || - ||>-SVMs (1.1.3).

In this respect, it is worthy to mention that in a || - |[;-SVM we are seeking to separate the
sets S4 = {a; :y; = 1} and S_ = {=; : y; = —1} of the positive and the negative training
input vectors by a stripe with the largest possible || - || o-width, while in the || - ||2-model the
goal is to find the separating strip of the largest || - ||2-width. One could think that since
the || - ||o-width of a strip always is < the || - ||2-width, the || - ||;-SVM always is inferior as
compared to the || - ||2-one — the numerical value v; of the geometric margin in the former
model always is < the value v, of the margin in the latter model. This conclusion, however,
overlooks the fact that what matters is not the numerical value of the geometric margin
itself, but the ratio of this value to the radius R of the smallest ball containing the set X
of tentative input vectors. For || - |[;-SVM, R = R; should be taken w.r.t. the norm || - ||,
and for || - ||2-SVM, R = R should be taken w.r.t. the norm || - ||2. It is clear that R; < R,
so that in the ratios 71 /Ry and 7y2/Rs to be compared both numerators and denominators
are linked by similar inequalities. As a result, we cannot say in advance which one of the
ratios is larger (that is, which one of the SVM models is better from the viewpoint of the
generalization error); the answer depends on the particular geometry of X, and there are
cases when || - [|;1-SVM is much better than the || - ||2-one. This observation, we believe,
makes it clear that our extension of bounds on generalization error from the case of a Hilbert
feature space to the case of a regular feature space is more than just an academic exercise.

B. Bounding generalization error via margin and margin slacks. The corresponding
result (Theorem 2.4 — an extension of Theorems 4.22 and 4.24 in [1]) is as follows:

[Theorem 2.4] Let (E,|| - ||) be a k-regular normed space, and let X be a subset of
the centered at the origin || - ||-ball of radius R. Let us fix p € [2,00] with p < c©
when X is infinite, and real v € (0,v/2R].

Further, let D be a probability distribution on X x {—1,1} such that

Prob((z.4), (' y)~pxpiz =2,y #y'} =0,

¢ be a positive integer and ¢ € (0,1). Then the following is true, up to D-probability
of bad sampling < §:

If an affine function
f(x) = (w,z) +b

with |b| < v/2R has on {-element training sample S = {(x1,1), ..., (x¢,9¢)} drawn
from D slack variable vector € w.r.t. =, 5"

gi = HlaX[O,’)/ - ylf(xl)L 1= ]-7 "'7&

such that

_ p
VIl +R2[2, <1, po= T,
p_
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then f induces a classifier with generalization error satisfying the bound

1 2 2
errp < 02) lﬁ(p)]’;log2 <€Ij> + log(S] ,

where, for all regular spaces listed so far,

k < O(1) [k + min[p — 1,logCard(X)]] .

Here again we manage to extend the theoretical results known for the case of Hilbert feature

space E with the inner product norm || - || = || - ||z and for the Euclidean norm || - |2 of the

slack vector (p = 2) to the case of regular normed spaces (E, || -||) and || - ||L1-n0rm of the slack
=

vector, with p € [2,00) for general X and p € [2, o0 for finite X.

1.3.2 Background on the Mirror Prox algorithm

In Chapter 3, we present the detailed description of the construction and the convergence prop-
erties of the Mirror Prox algorithm developed in [3]. For the time being, it suffices to indicate
that the performance of this algorithm depends on the choice of a distance-generating function;
this choice allows to adjust, to some extent, the MP to the geometry of the saddle point problem.
Our presentation, as compared to [3], contains few minor novelties aimed at “good” choice of the
distance-generating function for a couple of geometries (p-balls with 1 < p < 2 and “extended
simplexes”), which were not considered in [3]; these novelties are summarized in Proposition 3.3.

1.3.3 Saddle Point reformulations of the SVM models

In Chapter 4, we make the major step towards our ultimate goal of processing SVM models
via the Mirror Prox algorithm. Specifically, we derive here the saddle point reformulations of
SVM models (recall that this is problem’s format required by MP). We present the required
reformulations (see (4.2.4), (4.3.4), Theorem 4.1)) for a wide variety of SVM’s, both kernel-
generated and plain ones. In both cases, the SVM models build an affine classifier in the feature
space. For the kernel-generated models, the final form of this classifier is

¢

flx) =" K(z,zi)yjai + b, (1.3.2)
i=1

where K (2/,2") : X xX — R is a given Merser kernel on the set X of tentative values of attribute
vectors, x; are the attribute vectors from the training sample, y; are their labels, and «; are the
“weights” finally yielded by the optimal solution to an SVM-type optimization problem (which
we further convert to a saddle point problem); in the SVM slang, (1.3.2) represents the desired
classifier as a combination of support input vectors. In contrast to this, in a plain SVM model
we work directly in the feature space (which we always assume to be certain R") and look for
an affine classifier in the form of

f(@) = w"o(x) + b

where x — ¢(z) is a given “lifting” of attribute vectors into the feature space.
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We demonstrate that in all cases, the saddle point reformulations of various SVM “soft
margin” models are of the generic form

)

min max N + AT
¢licli<e )\EB;_(I)Z yiAi=0 [; QC

) (1.3.3)
B = (A2 0: A < 1}

where

¢ stands for the vector of “primal variables” (either «, or w, depending on whether we are
working with a kernel-generated or a plain SVM model);

e |[¢|| is an appropriate norm (which is either the kernel-generated 2-norm |(||% =
> GiGyiyi K (zi,xj), or || - || with 1 <7 <2),
Z?]

e parameter p € [2,00] is responsible for how we measure the norm of the margin slack
vector £ (the latter norm is [[§]| 2 );
P

e parameter p > 0 is a setup parameter of the SVM model (cf. parameter C' in (1.1.4))

e () is a given matrix.

1.3.4 Implementation, experimentation, numerical results and conclusions

In concluding Chapter 5, we

1. Work out in full details algorithmic implementation of the MP algorithm as applied to
(1.3.3) (Section 5.1).

2. Present our experimentation methodology and describe the data sets used in our experi-
ments (Section 5.2).

3. Describe the numerical results yielded by our experiments (Section 5.3) and formulate
recommendations and conclusions suggested by these results (Section 5.4).

A brief overview of our experimentation methodology is as follows. Since our goal is to investigate
the potential of the Mirror Prox algorithm in the SVM context rather than to process specific
classification problems, we focused solely on plain SVM models; in our opinion, this restriction
should not cause much bias in answering the question we are actually interested in, while allowing
at the same time to avoid time-consuming (and essentially irrelevant in our context) issues
of choosing appropriate kernels and adjusting their parameters for various data sets. In our
MATLAB-based experimentation, we use 17 data sets, mainly found in Internet; 9 of these 17
data sets are qualified as “large-scale ones”, with attribute(=feature) dimensions varying from
500 to 100,000 and sizes of training samples varying ftom 40 to 15,000, while the remaining 8
data sets were medium- and low-dimensional (attribute dimension from 8 to 166). Every one
of these data sets was processed several times, with different parameters p,p,r of the SVM
model and in relevant cases — with several competitive MP setups, with the total number of
experiments amounting to 316. Our goal was to evaluate the performance characteristics of MP
in the particular SVM context we are interested in rather than to characterize the performance
of MP from purely optimization perspective. In particular, we paid systematic attention to
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what happens with the generalization error, as evaluated on dedicated validation sample, of
intermediate classifiers generated in course of running the method.

Detailed statistical data on various performance characteristics of different versions of MP
as recorded in our experiments are presented in Section 5.3; here we restrict ourselves with just
few highlights:

e MP yielded classifiers of quite respectable quality with average generalization error, as
evaluated on the validation samples, about 19% in all experiments, and about 18% in
large-scale experiments. In about 50% of the latter experiments, the validation error was
below 10%;

e The quality of the classifiers yielded by MP was better than the one for classifiers yielded
by “precise” Interior Point methods (see the above comments on “overfitting” ), and these
classifiers were obtained much faster than with the IPM’s. For example, the total CPU time
used to build “good” classifiers for all 9 of our large-scale data sets by the recommended
version of MP (the one with early termination and p = r = 2, see Section 5.3.2) was as
small as 455 sec, which is less than 15% of the CPU time required to process just one
of these data sets by a high-performance commercial IPM solver mosekopt. It should
be added that the IPM solver failed to process one of the large-scale data sets (“out of
memory” abnormal termination) and failed to meet its built-in convergence criteria on two
other large-scale data sets. In contrast to this, computational behaviour exhibited in our
experiments by MP was quite reliable.

The bottom line, as suggested by our experimental results, is as follows:

The Mirror Prox algorithm seems to be a highly attractive computational tool for processing
large-scale SVM models; it allows to get reasonably good classifiers at an essentially lower
computational cost than the Interior Point polynomial time methods. In addition, the quality
of MP-originating classifiers in all our experiments has never been worse, and in many cases —
essentially better than the quality of classifiers associated with the precise Interior Point solutions
to the corresponding optimization models.
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Chapter 2

Basics from Statistical Learning
Theory

In this Chapter, we outline some basic facts of Statistical Learning Theory, one of the two major
components of our research. The presentation follows, with certain modifications (which might
be of interest by their own right), the one in [1], Section 4.3.

2.1 The setup

In what follows, we focus on the basic model of supervised learning with binary classification.

2.1.1 The model

The basic model of supervised binary classification is as follows. There exists an unknown
probability distribution D supported on a given set X x {—1,1}, so that realizations of the
corresponding random variable, called examples, are pairs (z,y), where x € X and y = £1 (y is
called the label of the example). If not otherwise stated, we assume from now on, that X is a fi-
nite, although perhaps a very large, set. We are given a training sample S = {(z1,91), ..., (x¢, y¢) }
of ¢ examples drawn, independently of each other, from the distribution D, and our goal is to
build, based on this data, a classifier — a function f(z) : X — R which we intend to use to
“predict” the label y of a new example (z,y) given the z-part of the example. The predicted
label, by definition, is

§ = sign(f(2)), (2.1.1)

where for a real a sign(a) equals to 1 if @ > 0 and equals to 0 otherwise.
The quality of a classifier f is measured by its generalization error

errp(f) = Probp {(z,y) : sign(f(z)) # y}. (2.1.2)

Our ideal goal would be to find for a given S a classifier belonging to a pre-specified class F of
functions f : X — R with as small generalization error as possible.

Based on the results of the Statistical Learning Theory we are interested in providing an
upper bounds on the generalization error in terms of:

(a) The capacity (“richness”) of the family F of potential classifiers.

(b) The cardinality ¢ of the training sample.

(¢) The behaviour of a particular classifier f € F on the training sample.
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The role of results of this type in building classification algorithms stems from the fact that
they, essentially, say what kind of behaviour on a given training sample S should we require from
a classifier f € F in order to have an appropriate generalization error. With this understanding
at hand, we can choose a classifier with the best possible, over f € F, behaviour on S.

In fact, the existing results of Statistical Learning Theory are too rough to yield re-
ally accurate bounds on the generalization error of candidate classifiers. Besides this,
there are situations when it is too difficult computationally to implement straight-
forwardly theoretical recommendations (to optimize the corresponding criterion over
f € F). As a result, the theory, essentially, suggests the structure of the criterion to
be optimized, while “fine tuning” of the criterion is upon the researcher working on
a particular application.

2.1.2 Reliability of error bounds

An immediate observation is that aside of trivial cases, one never can guarantee such a desired
upper bound on the generalization error of a classifier from a given family F and a given training
sample. Indeed, the training sample S is drawn from D at random, and thus has chances to be
“pathological” (e.g., be of large cardinality, but with very close to each other, or even identical
to each other, examples; given such a “low informative” sample, one hardly can build upon it a
good classifier). To overcome this difficulty, the theoretical error bounds include a (un)reliability
parameter 0, and a typical result on theoretical error bound looks as follows:

(*) Let X and F satisfy certain assumptions, let S be a training sample of cardinality
¢, and let f € F exhibit a certain behaviour on S. Then, up to probability of “bad
sampling” < ¢, the generalization error of f does not exceed a certain quantity (the
latter quantity may depend on ¢, F, the quantities characterizing the behaviour of
fon S and on 9).

Here the words “up to probability of bad sampling < ¢” mean the following. (*) means im-
plication of the form “If f exhibits certain behaviour on S, then the generalization error of f
does not exceed certain quantity”. In general, the validity of this implication can depend on
S — the implication can be true for “good” training samples and false for bad ones. Since S is
random, we may speak about the “probability mass” of bad training samples (those for which
the implication is false). The precise meaning of (*) is that the probability mass of bad training
samples is < 4.

2.2 Bounds on the generalization errors

2.2.1 Quantifying capacity of F

From the Statistical Learning Theory we are interested to learn about the “capacity” of a pre-
specified class of potential classifiers. The capacity is measured by the covering numbers of the
class, which are defined as follows.

Definition 2.1 [cf. [1], Definition 4.8] Let X be a set, F be a family of real-valued functions
defined on X, let v > 0, and let £ be a positive integer.

(i) Given a sequence M of { points x1,...,x¢ € X, we say that a finite subset B C F is
a y-net for M, if the restriction on M of every function f € F can be approximated, within
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accuracy vy, by the restriction onto M of an appropriately chosen function g € B. Thus, B C F
is a y-net for M if and only if

V(fe€F)Age B:|f(w) —glxi)| <v,i=1,...,¢

We define the quantity M(F,M,~) as the minimal, over all ~y-nets for M, cardinality of the
net.
(ii) We define the £-th covering number of F as the quantity

N(F, l,v) = mAz/}x{M(f,M,'y) : M = (21, ...,x0) with x; € X}

For X, F fixed, the covering numbers form a function of ¢; this function depends on v as on a
parameter and clearly grows as v > 0 decreases.

2.2.2 Quantifying behaviour of a classifier on a sample: margin and margin
slacks vector

The behaviour of a potential classifier f € F on a given training sample S = {(z1,y1), ..., (x¢, y¢) }
is quantified by its margin slack vector with respect to a given margin v > 0. Those notions are
defined as follows:

Definition 2.2 [cf. [1], Definition 4.20] Let f : X — R, let v > 0 be a real, and
S ={(z1,y1),..., (xg,ye) } be training sample with £ examples.
(i) We say that f has margin v on S, if

yif(xi) >y, i=1,....0

(that is, f separates by 2v the positive (y; = 1) and the negative (y; = —1) examples from the
training sample: f(z;) > ~ for positive examples, and f(x;) < —v for negative ones.)

(i) The margin slack vector & of f w.r.t. S,~ is defined as the vector from RE with the
coordinates

& = max[0,y — yi f(2)]

Note that the margin slack vector £ of f w.r.t. S, is always nonnegative, and it is zero if and
only if f has margin v on S. £ can be though of as the vector of smallest corrections in the
values f(x;), i = 1,...,¢ ensuring that the corrected classifier has margin v on S.

2.2.3 Bounds on generalization error in terms of margin and covering num-
bers

The first result of the Statistical Learning Theory which will be important for us is as follows:

Theorem 2.1 [[1], Theorem 4.9] Let v > 0, let F be a set of real-valued functions on X, D be a
probability distribution on X x {—1,1}, let £ be a positive integer and 6 > 0. Then the following
is true, up to D-probability of bad sampling < J:

if S is an l-element training sample and f has margin v on S, then

errp(f) < & [loga (N(F,26,7/2) + loga | (2.2.1)
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Theorem 2.2.1 gives an upper bound on the generalization error in terms of the margin ~
exhibited by a candidate classifier on the training sample; the larger is the margin, the smaller
is the bound (recall that covering numbers N (F,2¢,~v/2) can only decrease when ~ increases).
Thus, Theorem suggests to quantify the behaviour of a candidate classifier f on training sample
S by the margin of f on S and to take, as a classifier yielded by S, the classifier f € F which
has as large margin on S as possible.

Bounding the covering numbers

Theorem 2.1 expresses the bounds on the generalization error in terms of classifier’s behaviour
on training sample (the margin) and the covering numbers of F. To extract from this Theorem
the actual error bounds, one needs to evaluate these latter quantities. This can be done in terms
of fat-shattering dimension fatz(y) defined as follows.

Definition 2.3 [cf. [1], Definition 4.12] Let F be a family of real-valued functions on X and let
v > 0.

(i) Given a set M = {x1,...,x¢} C X of cardinality ¢, we say that M is ~y-shattered by F,
if there exist reals ri,...,m¢ such that for every partition of the index set I = {1,...,¢} into two
non-overlapping subsets I, and I_ there exist f € F such that

) >ri+7, i€I+
f(xl){ <ri—v, t€1l_

(ii) The fat-shattering dimension fatz(7y) is the largest { such that there exists (-element
subset of X which is ~y-shattered by F.

The fact that F ~-shatters M says that the restriction of F on M is a “rich enough” family of
functions on M; namely, for every partition of M into two non-overlapping parts there exists a
function f € F such that f(-) is > r(-) + v on the first part and f(-) < r(-) —~ on the second
part; here r(-) is a function associated with M (and thus independent of the partition). The
definition of fat-shattering dimension makes sense when v = 0, and fat#(0) is very similar to
the famous Vapnik-Chervonenkis (VC) dimension of F (the latter is defined exactly in the same
fashion as fat£(0), up to the fact that all r; in (i) are set to 0).

The relation between the covering numbers and the fat-shattering dimension of F is given
by the following proposition:

Proposition 2.1 [[1], Lemma 4.13] Let F be a family of real-valued functions on X taking
values in a finite segment [a,b] on the axis. For 0 <y < b — a, and all integer £ > d = fatz (),
one has

log(N(F,£,7)) < 1+ dlog (266. b;“) log (45@;2“)2> . (2.2.2)

Proposition (2.1) says that as far as the dependence of the bound (2.2.2) on F is concerned,
the bound is “nearly proportional” (that is, proportional up to a logarithmic factor) to the
fat-shattering dimension fatz(v) of F. Thus, computing the upper bound (2.2.2) on the gener-
alization error of a candidate classifier reduces to bounding the fat-shattering dimension fatz ()
of F. In the context of SVM, this latter problem should be solved for the simple case when F
is comprised of affine functions, and this is the case we are about to consider.
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2.3 Affine classifiers

From now on, we assume that our “universe” X is a bounded subset of real vector space E
equipped with a norm ||-||, and that our family F of potential classifiers is the family Fag(E, ||-]|)
of normalized affine functions on E.

The family Fag(E,| - ||) is defined as follows. Let E* be the space of continuous linear
functionals on E. As usual, we denote the value of a functional w € E* at a vector x € E by
(w, x), so that (w,x) is bilinear in w € E* and z € E. Space E* is equipped with the dual norm

[wlls = sup {{w, z) : [|lzf| < 1}.
zeFE

Note that by definition of this norm, we have
(w, 3] < [wll o] Yoo,z (2.3.1)

in fact, for every x € E there exists w € E*, ||w||. = 1, which makes this inequality an equality
(Hahn-Banach Theorem).
The family Fag(F, || - ||) is comprised of all affine functions

fx) = (w,z) +b
with w running through the unit || - ||.-ball of E*:
Fag(E - ) ={f(zx) =(w,z) +b:w e E*,|Jw|l. < 1}. (2.3.2)

Remark 2.1 Note that in the context of binary classification, the classifiers f(-) and Af(-),
A > 0, are exactly the same, since what counts, is sign(f(-)). It follows that “learning abilities”
of the family of all (continuous) affine classifiers are exactly the same as those of classifiers
from Fag(E,| -||). The only purpose of the normalization ||w||« < 1 is to simplify the definition
of the margin of a classifier on a training sample; without normalization, we were supposed to
define the margin as miin (@) /]|w]l«-

2.3.1 Bounding the fat-shattering dimension of the family of normalized
affine functions

To the best of our knowledge, the traditional Statistical Learning Theory deals with computing
the fat-shattering dimension of the family of normalized affine functions only in the case when
E is a Hilbert space and || - || is the inner product norm on E:

2] =/ (2, 2).

Here (+,-) denotes the inner product on E. In this case, E* can be canonically identified with E;
specifically, every w € E defines a continuous linear form (w, -) on E, and the resulting mapping
of F into E* is a norm preserving one-to-one correspondence between E and E*. In the sequel,
we extend the results on fat-shattering dimension of Fag from the case of Hilbert space E to
a wider family of normed spaces, the so called spaces of type 2, or, as we prefer to call them,
k-regular normed spaces.
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Regular normed spaces. Let E be a normed space with a norm || - ||, and let 7(x) be an
equivalent norm on FE, that is, 7(-) is another norm on E satisfying the relation

Vo € E: ||z)? < 72(z) < erlz]|?, (2.3.3)

with certain constant ¢; < co. The notion of a k-regular normed space (E, || - ||) is defined as
follows (see [4]):

Definition 2.4 Let (E, || -||) be a normed space.

(i) Let w(-) be a norm on E which is equivalent to || - ||, and r be a positive real. We say
that 7(-) is r-smooth, if the function P(x) = 72(X) is continuously Frechet differentiable and
satisfies the inequality

V(xz,z € E) : P(x + 2) < P(x) + (P'(2),2) + rP(2). (2.3.4)
(ii) Let K be a positive real. We say that || - || is k-regular, if there exists r and r-smooth
norm 7(-) on E such that rex < k, where ¢ is the “compatibility constant” of w(-) and || - ||, see

(2.3.3).
Here are basic examples of regular normed spaces:

1. Hilbert space. The inner product norm [ - |z on a Hilbert space E clearly is 1-smooth.
Consequently, a Hilbert space is 1-regular (take 7(-) = | - ||g)-
Note that Hilbert spaces are “as regular as a normed space could be”. Indeed, setting x = 0 in
(2.3.4), we see that r > 1; from (2.3.3) follows that ¢, > 1 as well, so that nontrivial (that is, of
positive dimension) k-regular spaces with k£ < 1 do not exist.

2. Spaces £p(M), 2 < p < co. Let M be a set, and let 1 < p < co. The space £,(M) is
comprised of all real-valued functions ¢(-) on M with countable supports {p € M : ¢(u) #

0} and finite || - ||,-norms
1/p

loO) e = | d_ o]

neM

the linear operations on ¢,(M) are defined in the standard point-wise fashion. The space
Lo (M) is defined similarly, up to the fact that now we define the norm (and require it to
be finite) as

[6()[loo = sup | ().
neM
It is easily seen (see [4]) that when 2 < p < oo, the norm || - ||, is r-smooth with r = p— 1.
Thus,
The spaces €,(M), 2 < p < oo, are (p — 1)-regular.
Note that the Hilbert space case is covered by the latter result, where one should set p = 2.

3. Similarly to the previous item, the functional spaces L,(2) associated with a measure
on a closed subset Q@ C RN are (p — 1) regular whenever 2 < p < oo.

4. The space M™"™ of m x n matrices (m,n < oco) equipped with the norm |A| = ||o(A4)|p,
where o(A) is the vector of singular values of A, is (2p — 1)-regular, provided 2 < p < occ.
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The upper bounds on the “level of regularity” k in the above examples deteriorates when p —
oo. This indeed happens in the case of an infinite-dimensional space; however, in the finite-
dimensional situation xk can be bounded, uniformly in 2 < p < oo, solely in terms of the
dimension, and this bound extremely slowly — logarithmically - deteriorates with the dimension,
as can be seen from the following examples:

1. Space £,(M), 2 < p < o0, associated with a finite set M, is k-regular with
£ < O(1) min{p — 1,log(Card(M) + 1)}, (2.3.5)

where O(1) is an appropriate absolute constant.

Indeed, we already know that £, (M) is (p — 1)-regular independently of whether M is or is not finite. Now let M
be of finite cardinality N. W.l.o.g. we may assume that N > exp{2}, since otherwise (2.3.5) is evident. When
2 < p <logN, (2.3.5) holds true, since the minimum in the right hand side is p — 1. When p > logN > 2, we can

use the evident relation L

2<s<s <oo=z|s < ||lzflyy < N7

_1
s

,z e RN

to conclude that when choosing 7(z) = ||96H10gN7 (2.3.3) holds true with an absolute constant (namely, exp{2})
in the role of ¢x. Since the norm || - ”logN is, as we already know, (logN — 1)-smooth, we conclude that || - ||, is

O(1)logN-regular.
2. Space M™* of m x k matrices equipped with the norm | - |,, 2 < p < 00, is k-regular with

k = O(1) min{p, log(min[m, k] + 1) }.

An important fact on x-regular normed spaces is as follows:
Proposition 2.2 [see [4]] Let E, ||-|| be k-regular, and let n;, i = 1, ..., n, be independent random
vectors taking values in E and such that
E{n;} =0, E{|n]*} < o0, i=1,...,n.
Then

E{HZW”Q} < w5 B{[ln*}. (2.3.6)
i=1 i=1

i
Proof. Let us set S; = > ns, ¢ = 1,...,n, and let () be an r-smooth norm on E satisfying
s=1
(2.3.3) and such that re; < k. Setting P(z) = 72(x), we have

E{P(Si+1)} = E{P(S;) + (P'(Si),ni+1) + P (mit1)}

(@)
E{P(Si) +rP(niv1)}

’@{n
S

<  E{P(S)} +recE{minal?},

Cc

{

—
~

where (a) is given by (2.3.4), (b) comes from the fact that E{n;11} = 0 and 7,4, is independent
of S;, and (c¢) comes from the definition of P(-) and from the second inequality in (2.3.3). From
the resulting recurrence and the fact that rc; < k it follows that

n n
E {TFQ(Z Th‘)} < ry B{llml*}.
i=1 i=1
Invoking the left inequality in (2.3.3), formula (2.3.6) follows. m
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Bounding the fat-shattering dimension. We are now in a position to estimate the fat-
shattering dimension of Fag(F, | - ||) w.r.t. X C E. The result is as follows:

Theorem 2.2 Let (E, | -||) be a k-regular space, and let X be a subset of a || - ||-ball, centered
at the origin, of radius R. Then

R2
fat]'—Aﬁ(EJ\'H)(’Y) < 18:%?. (2.3.7)

Proof mimics, with some modifications, the proof of Theorem 4.16 in [1].

1%, Let us set E; = E x R?, so that a generic element of E* is (z,u) with 2 € E and u € R2.

We equip E with the norm
Iz, Wl = /llz]? + [lull3;

note that the dual to E space E7 clearly can be identified with E* x R?, with

((w,v), (z,u)) = (w,z) + vl

1w, v) [+ = y/llwlZ + [[oll3.

Moreover, Ey is k-regular. Indeed, if m(-) is an r-smooth norm on E which is c¢;-compatible
with the norm || - || on E in the sense of (2.3.3) and rc¢; < &, then the norm

and

mi((@,u) = /72 (@) + [[ul3
on E clearly is r-smooth and satisfies the relation
l(a,w)| < 74 (2, 0) < eall(@, )| Y, u) € By

and therefore F is k-regular.

29, Now let v > 0, and let M = {w1,...,2¢} be a subset of X which is vy-shattered by F =
Fag(E, | -, and let 3, i = 1,..., £, be the associated reals given by Definition 2.3. We should
prove that ¢ does not exceed the right hand side of (2.3.7); there is nothing to prove when ¢ = 1,
thus, we assume that ¢ > 2.

We start with several simple observations.
(a) The property of the pair M, {ry, ..., ¢} expressed in Definition 2.3 remains unchanged when
we simultaneously shift all r;’s by the same quantity A.
Indeed, let 7 = r; + A, and let I; U I_ be a partition of the index set I = {1, ...,¢}; we should
verify that there exists an affine function

fil@) = (w,a) + b, fwll. <1

satisfying the relations

>rf 4+, i€l
f+(xz){ S el (2:38)

observe that due to the origin of M, {r1,...,r¢}, there exists an affine function
f(x) - <w7$> + b, HwH* <1,
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which satisfies relations of the same type as in (2.3.8), but with T;L = r; + A replaced with r;.
It follows that setting by = b+ A, we get a function which indeed satisfies (2.3.8). O
In view of (a), we can assume w.l.o.g. that

p =maxr; = —minr; (2.3.9)
(to this end, it suffices to shift r;’s by A = —% min7r; + maxr;|).
7 7

(b) We have p+ v < R.
Indeed, recall that ¢ > 2, so that w.l.o.g. we may assume that —p =r; < ro < ... < rp = p.
Consider a partitioning I = I, UI_ such that 1 € I_ and £ € I,. There should exist a function

f(x) =(w,z) +b
such that f(z1) <rm —v=—p—~ and f(zy) > r;+7v = p+~, whence
2(p+7) < f(we) — fz1) = (w, 20 — 21)

where (%) comes from the definition of the dual norm, and (x) - from the fact that x; € X and
X is contained in the || - ||-ball of radius R centered at the origin. (b) is proven. O

3%, Now let us “lift” z; from F to E, by setting
= (z,(ri,R)), i =1,...,4,

so that

Il = o/l + 2 + R2 < RV, (2.3.10)

(since || < p < R by (2.3.9) and (b)).
Let us fix a partition I = I, U I_. There exists an affine function

f(@) = (w,2) + b, [lwll. <1,

such that
>4y, 1€ I+

SR (2.3.11)

(w,z;) + b {
We claim that the constant term b in this affine function can be modified in such a way that the
new function still satisfies (2.3.11), but the updated constant term, let it be called V', satisfies
|b'| < 2R. Indeed, when i runs through I, the right hand side quantities in (2.3.11) remain,
by (b), in the segment [—R, R], while the quantities (w, ;) remain in the same segment due to
lwll« <1, ||z;|| < R (see (2.3.1)). It follows that when “projecting” b onto [—2R,2R], that is,
replacing b with 2R in the case of b > 2R, replacing b with —2R in the case of b < —2R and
keeping b intact in all remaining cases, we preserve validity of (2.3.11). O

Assuming |b| < 2R, let us associate with f the functional

wt = (w,(-1,b/R)) € EY.

Observe that

I(w, (=1, 0/R)ll = /[[wll + 1+ b2/R2 < V/6 (2.3.12)
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(recall that |b| < 2R and ||wl/« < 1).

Now let us set
+ _ + + +
Tpop = sz — Zl‘z cF
i€l iel_

and observe that

lwot lllef, Il = <w+,xﬂ,z,>:,621 [(w, i) = rs+ 8] = 3 [{w, 25) = 7i+ 0]
el i€l

> U,

where the first > is given by (2.3.1), and the last one — by (2.3.11). Invoking (2.3.12), we
conclude that

by
[z = 7 (2.3.13)

4%, Relation (2.3.13) says that for every collection of reals s; € {—1,1}, one has
+
E s;x || 2 —=;
H gt Gt H = \/6

in particular, if & are independent of each other random variables taking values +1 with prob-
ability 1/2, then

£ (22
E {II Z&xTHQ} > (2.3.14)
=1
On the other hand, E, || - || is k-regular, whence, applying Proposition 2.2 to random vectors

n; = &aF and invoking (2.3.10), we get

¢ ¢
E {H Z&wTIIQ} <k |lzf|? < 3R%kL.

i=1 i=1

Combining this relation with (2.3.14), we arrive at (2.3.7). m.

Note that the structure of the above proof is identical to the one for the case when F is a Hilbert
space (see the proof of Theorem 4.16 in [1]). The only (but crucial) role of the assumption that
E is k-regular is to enable the randomized argument in 4°, which in the case of inner product
norm is given “for free” by specific algebraic properties of the norm.

2.3.2 Bounding generalization error via margin

When considering the family Fag(E, | - ||) of affine classifiers in the case when X is inside the
centered at the origin || - ||-ball of F, the margin «y of a whatever classifier on a whatever training
sample S = {(z1,y1), ..., (z¢,y¢)} containing both positive and negative examples can not be
larger than R. Indeed, if ¢,j are such that y; = —1 and y; = 1 and f(z) = (w,z) +bis a
classifier from the family with margin > ~ on S, then we should have

<w,xi> +0b < - <w7xj> +0b > v,

whence 2y < (w,x; — x;); the latter quantity is < 2R due to ||w||« < 1 and [jz; — z4|| < 2R,

whence v < R. It follows that when S is a training sample with both positive and negative

36



examples and f(z) = (w,x) + b is a classifier from Fag(E, || - ||) with margin > v, then |b| < R,
since with ¢ and j as above we should have

b< —y—(w,z;) <R, b>v—(w,z;) > —R.
It follows that when X C {z € E : ||z|| < R}, we lose nothing when restricting Fag(E, || - ||) to
F=Fa(B, |- |I) = {f(x) = (w,z) +b: |lw| < 1,]o] < R}.

Note that the classifiers from the latter family, when restricted to X, take their values in the
segment [—2R,2R], so that Proposition 2.1 implies the following upper bound on the covering
numbers of the family:

logN (F, £,7) < O(l)fatf(7)10g2 (Ef) , 0<v<R;

from now on, O(1) are appropriate absolute constants. Combining this bound and Theorems
2.1, 2.2, we arrive at the following

Theorem 2.3 [cf. [1], Theorem 4.18] Let E, || - || be a x-reqular normed space, let X be a subset
of the centered at the origin || - ||-ball of radius R, and let v € (0,R]. Further, let D be a
probability distribution on X x {—1,1}, £ be a positive integer and § € (0,1). Then the following
is true, up to D-probability of bad sampling < J:

If S = {(z1,y1), -, (Te,ye) } is an L-element training sample drawn from D and an affine
function

f(@) = (w,z) +b
with ||w||« <1 and |b| < R has margin v on S:

yif(zi)) >~vi=1,...,¢,

then the generalization error of the classifier sign(f(z)) admits upper bound as follows:

O(1) | R? R 2
errp(f) < ;) [ﬁﬁlog (57> + log(s] . (2.3.15)
Comments. In the case of Hilbert space E with the inner product norm ||- ||, E* is canonically
identified with E; with this identification, ||- ||« becomes ||-||, and Theorem 2.3 becomes Theorem

4.18 in [1], which is one of the well-known standard results of Machine Learning theory. The
power of the latter result in the SVM context comes from the fact that the associated upper
bound on the generalization error is “dimension-independent” — what matters, is solely the
ratio R/~ of the Hilbert ball containing the set of tentative feature vectors to the geometric
margin «y exhibited by the (normalized) affine classifier on the training sample. The dimension-
independent nature of the result allows to work with extremely high-dimensional, and even
infinite-dimensional, Hilbert feature spaces. Theorem 2.3 extends this option to a much wider
family of feature spaces. As an extreme example, consider the case where F is the space {o, (M)
associate with a finite set M, that is, E is the space R" of the dimension N = Card(M)
equipped with the uniform norm || - ||o. Here E* can be naturally identified with £ = RY; with
this identification, (£, z) becomes just ¢¥z, and || - ||+ becomes the norm | -||; on E* = E = RV,
The problem of finding a normalized classifier with the largest possible geometric margin on
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the training sample becomes now the popular SVM model with || - ||;-normalization of tentative
classifiers. Theorem 2.3 states that the “generalization abilities” of this model are, up to factor
logN, the same as for the standard “Euclidean” model with || - ||2 in the roles of || - || and || - ||+
Thus, unless the dimension of the feature space becomes astronomically large, || - ||1-SVMs (that
is, SVM models obtained from (1.1.3) by replacing the objective ||w||3 = (w,w) with ||w||?) are
nearly as theoretically valid as the standard || - ||2-SVMs (1.1.3).

In this respect, it is worthy to mention that in a || - ||;-SVM we are seeking to separate the
sets Sp = {x; 1 y; = 1} and S_ = {x; : y; = —1} of the positive and the negative training
input vectors by a stripe with the largest possible || - || oo-width, while in the || - ||>-model the
goal is to find the separating strip of the largest || - |[o-width. One could think that since
the || - ||co-width of a strip always is < the || - ||2-width, the || - ||;-SVM always is inferior as
compared to the || - [[2-one — the numerical value 77 of the geometric margin in the former
model always is < the value v, of the margin in the latter model. This conclusion, however,
overlooks the fact that what matters is not the numerical value of the geometric margin
itself, but the ratio of this value to the radius R of the smallest ball containing the set X
of tentative input vectors. For || - |[;-SVM, R = R; should be taken w.r.t. the norm || - ||,
and for || - [|2-SVM, R = R should be taken w.r.t. the norm || - ||2. It is clear that R; < R,
so that in the ratios 71 /Ry and y2/Rs to be compared both numerators and denominators
are linked by similar inequalities. As a result, we cannot say in advance which one of the
ratios is larger (that is, which one of the SVM models is better from the viewpoint of the
generalization error); the answer depends on the particular geometry of X, and there are
cases when || - [|;1-SVM is much better than the || - ||2-one. This observation, we believe,
makes it clear that our extension of bounds on generalization error from the case of a Hilbert
feature space to the case of a regular feature space is more than just an academic exercise.

Similar comments are applicable to Theorem 2.4 below which handles the case of soft margin.

2.3.3 Bounding generalization error via margin and margin slacks

The bounds on generalization error given by Theorem 2.3 do not help much when a “typical”
training sample does not admit affine classifiers with reasonable margin (or even with a positive
one). The latter situation arises in many applications, and in this case one is interested in bounds
on generalization error expressed via margin and margin slack vector of an affine classifier. We
are about to derive bounds of this type, following the approach presented in [1], Section 4.3,
which we extend from the “Hilbert space case” to the one where X is a bounded subset of a
k-regular normed space.

Assumptions

From now on we assume that X is a bounded (not necessary finite) subset of a k-regular normed
space (E,|| - ||), moreover, that we know in advance R > 0 such that X is contained in the
|| - ||-ball, centered at the origin, of radius R. Besides this, we make the following

Assumption A: The distribution D to be learnt is such that if (x,y), (2’,y') are two
random examples drawn independently from the distribution, then the probability
of the event {x = 2',y # y'} is 0.

Assumption A implies that the probability to draw from D a “contradictory” training sample
S ={(x1,y1),.... (xe,ye)} — such that x; = z; and y; # y; for certain pair 4, j — equals to 0.

38



Preliminaries

Extending F to a wider space. Let us fix p € [2, 0] (it is the parameter of construction to
follow), with the restriction that the choice p = oo is allowed only in the case when X is finite.
Let us set

~

E,=FE x {,(X),

where, as above, £,(X) is the space of all functions g : X — R for which the norm

rzeX

sup |g(z)|, p =00
rzeX

1/p
(Z Ig(ﬂf)!p> , p<oo
lgllp =

is finite (which, in the case of infinite X, implies that the set of points z € X where g(z) # 0 is
countable). A generic element of E is a pair (z,g) with z € E and g(-) € £,(X), and we equip
E, with the norm

@9 = /=l + llglZ V) (2.3.16)

It is easily seen that the dual to Ep space is

Ef =B x, (X), po= ——, ¥

with the value of a functional (w,h) € E; on a vector (z,g) € E, given by

(w,h), (z,9)) = (w,z) + Z h(u)g(u),

ueX

and the dual norm given by

1w, W)ll« = y/llwllZ + [R5, - (2.3.17)

Note that (E, ||-||) is k-regular by assumption, while £,(X) is O(1) min[p—1, logCard(X)]-regular
(see the list of examples of regular spaces in Section 2.3.1). In view of these observations, a
reasoning completely similar to the one in item 1Y of the proof of Theorem 2.1 shows that Ep is
K(p)-regular, where

R(p) < O(1)kmin[p — 1,logCard(X)]; (2.3.18)

in fact, the aforementioned reasoning demonstrates that when E is any one of the regular spaces
listed in Section 2.3.1, K(p) admits a better bound:

7(p) < O(1) [k + min[p — 1,logCard(X)]] . (2.3.19)

DTo avoid messy expressions, we use the same notation || -] for norms in E and in E; which one of these
norms is meant, will be alway clear from the context.
2 Recall that X is finite when p = co.
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Embedding X into Ep. For z € X, let d,(-) be the function on X given by
5u(a') = 1, z=142'
v 10, z#£L
Consider the embedding of X into E'p given by

x—T=(x,Ro:(")),

and let X C E’p be the image of X under this embedding. Note that since X belongs to the
centered at the origin || - |-ball in F of radius R, one has

FeX=|z| <R=V2R (2.3.20)

Note that an example (x,y) with 2 € X induces ‘example (Z, y) with & € X, so that the
distribution D to be learnt induces a distribution D on X x {-1 1} and a training sample
S = {(x1,y1), -, (ze,y¢)} drawn from D induces training sample S = {(Z1, 1), ..., (e, ye)}
drawn from D.

Augmenting affine classifiers. Let
f(@) = (w,z) +b

be an affine classifier on E, S = {(x1,y1), ..., (¢, y¢)} be a training sample with x; € X which is
“non-contradictory” (that is, such that x; = x; implies y; = y;) and v > 0 be a margin, and &
be the slack vector of f w.r.t. S,~ (Definition 2.2), that is,

& = max[0,y —yif(x)], 1 =1,..., L. (2.3.21)

We associate with f, S,y the augmented classifier — the affine function f() on Ep defined as
follows:
e In the case when x4, ..., z, differ from each other, we set

y4
f((z.9)) ZR Yikila, (), 9()) = f(@) + > R ' yikig(as). (2.3.22)

=1

e If not all of the vectors x1, ..., xy are distinct, we partition the index set I = {1,...,¢} into
appropriate number of subsets I1, ..., I» in such a way that x; = x; when ¢, j belong to the same
subset and x; # x; when 7, j belong to different subsets. Note that since S is non-contradictory,
we have & = §; for all 4, j belonging to the same subset of the partition; let £* be the common
value of &, i € I, x° be the common value of x;, i € I, and y® be the common value of y;,
1 € I5. We set

el
f((z,9)) Z R7YW€%0,:(),9()) = f(2) + ) Ry € g(a). (2.3.23)
s=1

Note that (2.3.22) is a particular case of (2.3.23) corresponding to the situation when s = ¢ and
all I, are singletons.
We make the following simple observation:
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() Let 8 = {(Z1,41), ..., (B¢, y¢)} be the training sample on X associated with S.
Then

1. The classifier f has margin > v on §;
2. If r € X differs from x1, ..., x4, then

3. One has R
f((z,9)) = (0, (z,9)) +, (2.3.24)

where ”
@ = (w, Ry Y€ 0u: (),
s=1

and therefore

@l < y/llw]2 + R-2€]12.. (2.3.25)

Indeed, let 4 < ¢ and s; < ¢ be such that ¢ € I;,. Then

ufE) = uif(e) R i YE B, (), R, ()

= yif(x )+%Zy€§ ;)

\(:/_, yzf( >+yl §s1 _yzf(xz)“rgi\zf/’}/,
a o

=
=

where equality (a) follows from the fact that dz«(x;) # 0 if and only if s = s;, in which case 9z (z;) = 1,
y® = y; and &° = &;, while inequality (b) is given by (2.3.21). We have proven item 1 of (!). Items 2 and
3 are evident. O

Bounding generalization error via margin and margin slacks
We now are in a position to prove the following extension of Theorem 2.3:

Theorem 2.4 [cf. [1], Theorems 4.22, 4.24] Let (E,|| - ||) be a x-regular normed space, and let
X be a subset of the centered at the origin || - ||-ball of radius R. Let us fix p € [2, 00] with p < oo
when X is infinite, and real v € (0,v/2R)].

Further, let D be a probability distribution on X x {—1,1} satisfying Assumption A, ¢ be a
positive integer and 6 € (0,1). Then the following is true, up to D-probability of bad sampling
<4:

An l-element training sample S = {(z1,v1), ..., (T¢,ye)} drawn from D is non-contradictory,
and if an affine function

Fw) = (w,z) +b

with |b| < V2R has slack variable vector & w.r.t. v, S:

& = max[0,y —yif(x)], i=1,....¢,

and the following norm bound holds true:

_ p
VIlwliz + R2Jg1, <1, pe = =, (2.3.26)
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then the generalization error of the classifier sign(f(x)), where f(-) is the augmentation of f(-)
as defined by S,~y, satisfies the bound

. 2
err5(f) < Oél) [ﬁ(p)ilog (zf) + logﬂ . (2.3.27)

Here R(p) is given by (2.3.18) (general case) or by (2.3.19), if (E,||-||) is any one of the regular
spaces listed in Section 2.3.1.

Proof. The fact that a random sample S drawn form D is non-contradictory with probability 1
is readily given by Assumption A. The remaining statements follow directly from Theorem 2.3
as applied to Ep and the norm (2.3.16) in the role of (E, | - ), X in the role of X, D in the
role of D, S in the role of S, R = /2R in the role of R and f in the role of f; applicability of
Theorem 2.3 to the -data is guaranteed by (2.3.20) and (!). =

Note that for S, v > 0 given, every affine classifier f(x) = (w,z) + b, we can always find
two positive scale factors A in such a way that the classifier Af(x) and its margin slack vector
taken with respect to S and the margin 7 = Ay satisfies the norm bound (2.3.26); bound
(2.3.27) suggests that the generalization error of the corresponding augmented classifier will be
the less the larger is 4%). Thus, Theorem 2.4 suggests, given a training sample S, to impose
on a candidate affine classifier f and “target margin” ~ the normalization constraint (2.3.26)
(which is a restriction on f and +, since £ depends on both f and v) and to seek, under this
constraint, for the pair (f,~) with the largest possible «y, that is, to use the classifier yielded by
the optimization problem

. 2 -2 2
max {1 ¢ w2 + B2, b7, <1}, (P(5)
fi(w, va) = max[O,fy - yz(<w7wz> + b)]

Another recommendation inferred by Theorem 2.4 is in how to choose p. According to bound
(2.3.27), the best possible choice of p € [2,00] is p = 2. Indeed, this choice makes R(p) as small
as possible (in fact, equal to ) and simultaneously increases the optimal value in the problem
(Py(S)), since when p grows from 2 to oo, ps = ﬁ decreases from 2 to 1, so that the norm
l€]lp. is nondecreasing in p. It therefore follows that (FP»(S)) has a wider feasible set than any
one of the problems (P,(S)), 2 < p < oo, and thus has the largest optimal value.

3)Strictly speaking, this conclusion is not fully justified at the moment — Theorem 2.4 assumes that the margin
is fixed in advance, while we now make it depending on a candidate classifier. This flaw in the reasoning can be
eliminated, at the cost of a number of additional technical considerations leading to extra logarithmic factors in
the right hand side of (2.3.27). All these nuances are, however, irrelevant, as far as the practical algorithms and
applications are concerned.
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Chapter 3

The Mirror Prox Algorithm

In this Chapter we outline the basic theory of Proximal Mirror algorithm (MP) proposed in [3],
which will be the “working horse” we intend to use in the context of Support Vector Machines.
The presentation below follows [3].

3.1 MP: the construction

3.1.1 Saddle Point form of a convex optimization problem

The Mirror Prox algorithm, similar to other advanced first order algorithms for large-scale “well-
structured” convex programs [6, 3, 9], is aimed at solving convex programs given in the saddle
point form
%1)1(117}163%}7(3:, ), (3.1.1)

where

e X CR", Y C R™ are closed and bounded convex sets,

e F(z,y): Z=X xY — R is a smooth (with continuous gradient) function on Z which is
convex in z € X for every y € Y and is concave in y € Y for every z € X.
The saddle point problem (3.1.1) gives rise to a pair of convex optimization problems:

e the primal problem

: _ r . P
min f(z), f(z) max (z, y); (P)

e the dual problem
—min F ) D
maxg(y), 9(y) = mip F(z.y) (D)

The basic facts on these problems are as follows (recall that X, Y are convex compact sets, and
F' is continuously differentiable convex-concave function on Z = X x Y'; to keep the statements
to follow true, continuous differentiability of F' can be replaced with Lipschitz continuity):

1. The primal and the dual problems are convex, specifically, f is convex on X, and g is
concave on Y Lipschitz continuous functions;

2. The optimal values in the problems are equal to each other:
Opt(P) = Opt(D). (3.1.2)
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In particular, if x € X and y € Y, the duality gap

DualityGap(z,y) = f(z) — g(y) = [f(x) — Opt(P)] 4 [Opt(P) — Opt(D)] +[Opt(D) — g(y)]
=0

is always nonnegative and is the sum of residuals, in terms of the objectives, of z and y as
approximate solutions to the respective problems.

3. z, € X and y, € Y are optimal solutions to the respective problems if and only if («z., y.)
is a saddle point of F' on X x Y, that is, if and only if

V(z,y) € X XY : F(z,ys) > F(2s,y) 2 F(24,y).

Note that in typical applications the problem of interest is just one of the problems (P), (D)
(say, the primal one). Nevertheless, it turns out that solving the primal-dual pair (P), (D) of
problems simultaneously is more efficient than solving solely the problem of interest (P), since
the problems are closely related, and the approximate solutions of one of them carry important
information on the other one, e.g., provide bounds on the respective optimal values:

V(y €Y):g(y) <Opt(P); VY(zeX): f(z) > Opt(D)

and thus allow to quantify the quality of a candidate solution.

3.1.2 MP: the setup

From now on, speaking about saddle point problem (3.1.1), we set Z = X x Y C E = R"™,
We denote by (z,w) the standard inner product 27w on R.

Setup for MP as applied to (3.1.1) is given by

e A norm | - || on E used to quantify various characteristics of the entities to follow,

e A distance-generating function w(z) : Z — R which should be continuously differentiable
on Z and should be strongly convex on Z, meaning that

W () =", 2 =" > k|| =22V, " e Z (3.1.3)
for certain x > 0 (called the modulus of strong convexity of w(-) w.r.t. || - |).

Note that in spite of the fact that w(-) is strongly convex on Z is independent of a

particular choice of norm || - ||, the modulus of strong convexity does depend on this
choice.
The norm || - | and the distance-generating function w(-) define several entities which will

play important role in the sequel, specifically,

1. Conjugate norm || - ||« on E given by

1€]l« = max {{¢,2) : z € B, [|z]| < 1}; (3.1.4)

2. Local distance (“prox-term”, “Bregman distance”) from a variable point ( € Z to a given
point z € Z; this distance is

w:(0) = w(C) = (¢ — 2,w'(2)) — w(2). (3.1.5)

44



Note that this “distance” not necessarily should be a metric on Z (it can be non-symmetric
w.r.t. z,( and need not satisfy the triangle inequality). The only property of metric
inherited by local distance is positivity:

ws() = 5l¢ ==l (3.1.6)

which is an immediate consequence of (3.1.3).

. Bregman diameter D,,[Z] of Z w.r.t. a point zgp € Z and Bregman diameter of Z are given
by

D, [Z] = maxw,(2),
C,ZEZ z2E€Z

Note that D, [Z] < D[Z] < oo due to compactness of Z and the fact that w(-) is continu-
ously differentiable on Z.

. Prox-mapping P,(§) which, for given z € Z, maps a vector £ € E onto the point

P(§) = argmin [(¢, () + w(()] = argmin [({ — w'(2), ) + w(()] € Z. (3.1.8)
CeZ ez

Since Z is a compact set, the function ¢¢ .(¢) = (£ — w'(2), () + w(({) attains its minimum
on Z, and since w(-) is strongly convex, the minimizer is unique. It follows that the prox-
mapping is well defined. In fact, this mapping is Lipschitz continuous w.r.t. £, as stated
in the following

Proposition 3.1 Let z € Z, and let £,m € E. Then
1
1P:(&) = P=(m]l < —lI€ = nlls, (3.1.9)

Proof. Due to the origin of P,(£) and P.(n), we have

(a) (§+W(P(E)) —w'(2), P=(§) —w) < 0Vw € Z,
(b)  (n+w'(Pa(n) —'(2), Po(n) —w) <OVw € Z.

Applying (a) to w = P,(n) and (b) to P,(£) and summing up the results, we get
(€ =m) + (@'(P=(8) = w'(P=(m)), P=(&) — Px(n)) <0,
or, which is the same,
(€=, P(&) = Po(n)) < —(W'(P:(§)) — ' (P:(n)), P:(€) — Pz(n))-

By strong convexity of w(-), the right hand side in this inequality is < —k&||P;(§) — P.(n)
while the left hand side is > —||€ — n[|+||P:(§) — P:(n)||, and we arrive at the relation

=[lg = nlll[P=(&) = P:(m)]| < —&P=(&) = P-(m)]1?,

and (3.1.9) follows. =

I?,
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3.1.3 The conceptual MP algorithm

Given a saddle point problem (3.1.1), we associate with its cost function F' : Z — R the mapping
® : Z — FE defined as

®(z,y) = (Fp(z,y), —F,(z,y)) € E, z = (z,y) € Z, (3.1.10)

(the so called monotone mapping associated with convex-concave function F'); note that F' is
continuously differentiable on Z, so that ® is well-defined. Moreover, since F' has Lipschitz
continuous gradient on Z, mapping ® is Lipschitz continuous, so that

|®(2) — ®(2")|« < L||Z —2"|| V', 2" € Z. (3.1.11)

Where we denote by L the Lipschitz constant of this mapping w.r.t. the pair of norms || - ||,
| - [[«. The “conceptual” algorithm for solving (3.1.1), is as follows:

Conceptual MP algorithm:

Initialization. Choose starting point zy € Z and a sequence of tolerances d; > 0,
t=1,2,...

Stept,t =1,2,...: Given z;_1, check whether

P, (®(z-1)) = z-1. (3.1.12)

If it is the case, claim that z;_; is the solution to the saddle point problem (3.1.1)
and terminate. Otherwise choose v > 0 and a point w; € Z such that

(we — P, 1(%@(%)),%‘1’(%»
+ [w(zt-1) + (W' (2-1), Py (1@ (wr)) — 2e-1) — W( Py, (7e®(wy)))] < 6y
(3.1.13)
Set
Zr = (33t,yt PZt—l ’}/t(I)(UJt)),
t -1y
P = (Z %—) > Yrwr
T=1 =

and pass to step ¢t + 1.

Note: z! is the approximate solution built in course of t steps.

Convergence properties of the Conceptual MP (CMP) algorithm are summarized in the following
proposition:

Proposition 3.2 If CMP as applied to convez-concave saddle point problem (3.1.1) terminates
at certain step t according to (3.1.12), then z,_1 is a saddle point of F on Z = X XY, so that
xy—1 is optimal for (P), and y,—y is optimal for (D). Further, for every t > 1 such that CPM
does not terminate at or before step t, the following efficiency estimate holds true:

X 6+ Da[2)

DualityGap(z*, y") < (3.1.14)
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Proof. Assume that CPM terminates at step ¢ according to (3.1.12). Then the convex function
d(2) = (P(21-1) — W' (2t-1), 2 — 2t—1) + w(z) attains its minimum over z € Z at z = 2z;_1, whence

(P(24-1),2 — z2-1) > 0Vz € Z,
or, setting z;—1 = (z4—1, yr—1) and recalling the definition of ¥,
(Fgé(xt—layt—l)ux - xt—l) + <_F;(xt—1)yt—l)7y - yt—1> Z O\V/Z = (I,y) € X xY.

Recalling also that F' is convex in z and concave in y (the left hand side of this inequality is
< [F(x,y1—1) — F(xp—1,y1-1)] + [F(x4—1,y1-1) — F(x4—1,y)]) we arrive at the following relation

F(x,y1—1) — F(zi—1,y) > 0V(x,y) € X x Y.
Minimizing the left hand side in x € X, y € Y, we get

9(y—1) — f(z4—1) >0,
whence
DualityGap(z¢—1,y-1) = f(2¢-1) — 9(ye-1) < 0.

Since the duality gap is always nonnegative and is zero iff the corresponding x, y are optimal

solutions to the respective problems (P), (D), we conclude that z;—1 is an optimal solution to

(P), y¢—1 is an optimal solution to ()D), and thus (x¢—1,y;—1) is a saddle point of F', as claimed.
Now assume that CMP did not terminate at or before step t. For z,u € Z let us set

H,(u) = (' (2),2 —u) —w(2). (3.1.15)
Let ue Z. For 0 < 7 <t we have

zr =Py (7 ®(wr)) = al"ngHZlin [<7T(I)(w7) —W'(2r-1), z) + w(z)] )

which gives us the first inequality in the following chain:

(Vr®(wr) + W' (2r) — W' (27-1), 20 —w)
(Y @(wr), wr — u) + (V- P(wr), 27 — wr)
+ [(w’ 2:), 2 — u) — w(zr)] +w(zr)

0

v

HZT(U‘)
— (@' (2r=1), 2r—1 — u) — w(2r—1)] —w(2r—1) — (W' (2r-1), 27 — Zr—1)
Hz‘rfl(u)

= H. (u) — H:_ (u) + (7 ®(wr), wr —w)
+ [(1r®(wr), 2 — wr) + [w(2r) = w(zr-1) — (W' (2r-1), 2r — zr-1)]]

>_5, by (3.1.13)

It follows that
1<7<t= (n®(w:),wr —u) < H,_,(u) — H. (u) + 6r;
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summing up these inequalities over 7 =1, ..., ¢, we get

Zi:l Yo (@(wr), wr —u) < Hy(u) — Hy,(u) + il or

_ é 5 + [ (20), 20 — ) — w(z0) — (W (20), 2t — u) + w(z0)]

= X6 (W) 20— ) = w(a0) + (o) + (@) = )
; <w(u)

< 72:31 or + [w(u) — (w'(20),u — 20) — w(20)

< Y6+ DalZ]
T=1

We have arrived at the inequality
t
> A (@(wr), w Za + D, [Z (3.1.16)

setting wy = (&,m¢), u = (x,y), the left hand side in this inequality is

5 3 [(BLrs ). & — ) + (Fy(6r )y )]

> S (wm—F(x,mn+[F<ff,y>—F<§T,m>n=§1m (6rv1) = Fla,r)

=1

smce Fl(&n:), & —x) > F(&,nr) — F(x,n:) by convexity of F in x and
577777') Yy —nr) = F(&,y) — F(&,m7) by concavity of F'in y

¢

>

(Tﬂ%)[ (a'9) = Fla.y")]

t -1y
[due to 2! = (at,y') = < > %> 21 v+ (&7, m7) and convexity-concavity of F]

v

K

Thus, (3.1.16) implies that

> b, + Doy[Z)
F(mt7y) - F(xayt) < ~ :

¢

2.

=1

The resulting inequality is valid for all u = (z,y) € X xY, and the right hand side is independent
of u. The maximum of the left hand side in u = (x,y) € Z is f(z') — g(y') = DualityGap(a?, y'),
and (3.1.14) follows. m

3.1.4 From conceptual to implementable algorithm

The error bound (3.1.14) suggests that what we would be interested in is to ensure that the
“residuals” ¢, are as small as possible (ideally, 6, = 0) and stepsizes 7, are as large as possible.
The question, of course, is how to ensure the crucial condition (3.1.13), that is,

(W — Py (0 ®(wr)), 7P (wy))
+ [w(zt-1) + (W' (2t-1), Pry oy (0 ®@(wr)) — 21-1) — W(Psyy (@ (wr)))] < 61
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with “small” §; and “large” ~;. Note that the quantity in the parentheses in the left hand side
of our target inequality is < 0 due to the convexity of w(-) and in fact is even < —§||z;—1 —
P, (7®(w;)|? due to strong convexity of w(-), so that all we need is to make small enough the
first term (w; — Ps, | (7@ (we)), 7P (w;)) in the left hand side of the inequality. A conceptually
simplest way to do this would be to ensure that

Pryy (0 ®(wy)) = we,
that is, w; should be a fixed point of the mapping
w = \Ijztfl(w) = PZt,1 (’Yt(I)(’U))) 4 — Z.

The outlined approach (corresponding to the so called “idealized” proximal point algorithm)
seems (and in general is) impractical — to find a fixed point of a nontrivial mapping is not easier
than to solve the problem of interest. The crucial observation made in [3] is that finding the
desired fixed point is relatively easy, provided that 7y, is not too large. Specifically, the mapping
w— W, (w) is the superposition of two mappings:

e the mapping w — 3 ®(w) : Z — E; by (3.1.11), this mapping is Lipschitz continuous with
constant v, L, from the metric on Z given by || - || to the metric on E given by || - ||«;

e the mapping & +— P,, ,(¢) : E — Z which is Lipschitz continuous, with constant x~!, from
the metric on E given by || - ||« to the metric on Z given by || - || (Proposition 3.1).
It follows that the mapping w — V.,  (w) : Z — Z is Lipschitz continuous, with constant
R = v~y L w.r.t. the metric on Z given by || - ||. In particular, when & < 1/4/2 (that is,

K

Y < ﬁ)’ the mapping is a contraction, with coefficient < 1/4/2, so that its fixed point w,

(which does exist — the mapping is a contraction!) can be rapidly approximated by iterating the

mapping itself:

W € Z, wt =W, () = Po, (@) = ot — ] < R u® — | < 272w — .
(3.1.17)

Thus, we arrive at the following basic implementation of step ¢ in the Conceptual MP algorithm:

Algorithm 3.1 [Mirror-Prox Algorithm, Basic Implementation]

Stept, t=1,2,...: Given z,_1 € Z, set v, = ﬁ, check whether zi—1 = P,, | (7v®(2-1)). If it
is the case, terminate and claim that zi_1 is a saddle point of F' on X X Y, otherwise iterate,
starting with

UJO = Zt—1

using the updating
w = w® = P, (7 ®(w® ™)) (3.1.18)

until the termination condition

(>t = Py (n®(w ), 7 ®(w ™))

+ [w(zt_l) + <w/<zt_1)7ws _ Zt—1> o w(ws)] <0 (3119)

is met. When it happens for the first time, the value of s being s;, set
wy = wtt z = wt,

thus ensuring (3.1.13) with 6; = 0, and pass to step t + 1.
The approzimate solution generated during t steps is the point

t -1y
Zt — (Z 77) Z YrWs. (3.1.20)
T=1 T=1
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Note that when w, differs from z;_; (which is the case exactly when z;—; # P,, | (7:®(2t-1))),
the iterates w® converge to wy, so that the quantity

[w(w?) + (W' (2-1), w* = zi-1) — w(w?)]
has a negative limit, while the quantity

(W™ = P (@ (w ™)), 1@ (w® )

ws—1 _qus

converges to 0 as a geometric progression with the ratio 27/2 (since ||w* ™' —w?|| < ||ws™ ' —w.|/+
|w® —w,|| < 217 6=D/2)|w0 — w,|| by (3.1.17), while ||y;®(w* )|, remains bounded by (3.1.11).
It follows that the termination condition (3.1.19) eventually will be met, and the associated
number s; of the “inner steps” is, for all practical purposes, a moderate constant. In fact,
the situation is even better: the analysis carried out in [3] demonstrates that the termination
condition is met in at most 2 inner steps, that is, sy < 2. We have arrived at the following result:

Theorem 3.1 [3]. Let the convez-concave saddle point problem (3.1.1) satisfying (3.1.11) be
solved by Basic MP algorithm (that is, Conceptual MP algorithm with Basic implementation of
the steps). Then the approzimate solution zt = (x!,y') obtained duringt = 1,2, ... steps is either
an exact solution to the saddle point problem, or an approximate solution with duality gap which
can be bounded as Y
2LD, |Z
DualityGap(z*, y) < ;OH, (3.1.21)
K

and every step requires at most 2 computations of ®(-) and at most 2 computations of the values
of the prox-mapping P,(§).

Proof. The error bound (3.1.21) is readily given by (3.1.14) (we are in the situation of §; =0
and v, = ﬁ) The complexity of a step is readily given by the preceding remarks. m

Remark 3.1 From (3.1.21) it follows that the influence of the choice of the distance-generating
function w(-) and the starting point on the theoretical performance of MP can be “summarized”
by the complexity parameter

_ Dy[Z]

3.2 Optimizing the setup

3.2.1 Building blocks

Error bound (3.1.21) explains, in particular, how the performance of the MP algorithm depends
on the choice of the “parameters” || - ||, w(:) underlying the construction and allows to optimize,
to some extent, the algorithm w.r.t. these parameters. We present here the corresponding
recommendations (cf. [3]), restricting ourselves with the situations which are relevant to our
intended SVM applications. Specifically, assume that

1. Both X and Y in (3.1.1) are closed convex subsets of standard sets X, Y, where a standard
set W is a set representable as
W=V x..xVg,

with the direct factors (“standard blocks”) V; € R™, ¢ = 1,...,k being of the following
types:
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(a) p-ball By(R) = {v € R%: ||v]|, < R}, or the nonnegative part B (R) = {v € B,(R) :
v > 0}, of such a ball, where 1 < p < 0.
We shall refer to Ba(R) as to an Euclidean ball, to Bi(R) as to a hyperoctahedron,
to By (R) as to a full-dimensional simplex, and to Bs(R) as to a box;

(b) Standard simplex {v € R :v >0, v, = R};
¢

L
(c) Extended simplex {v = (v!,...,v%) : v* € R, 21 [v¥]]2 < R}

s=
(this block was not considered in [3]; it is relevant to SVM problems with “adjustable”
kernels, see Section 4.1.3).

We denote by X;, i = 1,..., kx, the standard blocks corresponding to X, so that

XC X7 x..Xx Xk’X CcR" = Rn1+“'+n’€X,
"ll \v/
cR cR"kx

and by Y}, j = 1,..., ky, the standard blocks corresponding to Y, so that

YC V) Xox Y, CRM™=R™T My,
~~

CR™1 my,
CR *Y

Consequently,

Z=XXYCZix..xZyeF,
E=R" x .. x R"™x x R™ x ... x Ry =R% x ... x R%,

(3.2.1)
_ _ va p < kX - Np, p < kX
k._kX—i_kY’Z _{ YZU—kX? kx <p§k7 ’dp_{ Mp—kx s kg <p§k
Thus, z = (z,y) € E is representable as z = (2[1], ..., z[k]), where z[p] € R%.
. The cost function F(z,y) is bilinear:
F(z,y)=a x4+ by + Z Z Llkx + j)AY2[], 2 = (z,y) € Z, (3.2.2)
i=1j=1

where A% are m; x n; matrices. We now define d, x d, matrices B?, p,q = 1, ..., k, as
follows:
Odpxdy s . D,q < kg or p,qg > ky
Br =3 [arake]” <k k, (3.2.3)
_Aq’p_kwa b > kxv q S k;CC

and define (dy + ... +dg) x (di + ... + di)-matrix B as a block matrix with blocks BP9,
1 < p,q < k; note that this matrix is skew-symmetric: BP? = —[B%®]T. With this
notation, the mapping ®(z), z = (x,y), associated, via (3.1.10), with the bilinear cost
function (3.2.2) becomes the affine mapping

®(z) = ¢+ Bz, ¢ = l _“b ] . (3.2.4)
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We associate with every one of the blocks Z,, 1 < p < k (see (3.2.1)) “local data” — respective
norm || - ||, distance-generating function w(-), starting point and parameters x, D — according to
the following rules. Let V' be the block in question. Then

1. When V = By(R)isap-ballin R4, 1 <p<2 or V= B (R) is the nonnegative part of
such a ball, we set

2

d - 2.2 N
o]l = [[v]lp, w(v) = ]%,Z oilP, v =0, k= (p—1)d» "RP2, D= ,%R”, (3.2.5)

0)

Here and in what follows v(© is the starting point associated with the block,  is the

modulus of strong convexity of w(:) w.r.t. ||-| on V, D is an upper bound on the quantity

D, [V] and € is an upper bound on the complexity parameter %‘

)

2. When V = B,(R) is a p-ball in R%, 2 < p < oo, or V = B; (R) is the nonnegative part of
such a ball, we set

1 1,2 247
Jv]| = VT, wv) = ivTv, v =0, k=1, D= 5dl PR Q= al 5 T (3.26)

3. When V ={v e R?:v >0, v, < R} is a full-dimensional simplex or V = {v € R : v >
¢

0,> vy = R} is a standard simplex, we set
l

loll = [lvlly, w(v) = Z(R™ v + d~16)log(R™ v, + d™19), (327
4 4.

v =d"YR,..,R)T k=R 2(1+0), D= (1+)log(d), 2 =O(1)R?log(d),

where ¢ € (0,1) is a once for ever fixed “regularization parameter” which we set to 1.e-3;

4. When V = {v € R?: ||Jv||; < R} is a hyperoctahedron, we set

Joll = o], v© = 0,5 = R=2(1 +8), D = (1 + (2d)~1)log(2d), © = O(1) R?log(2d)

u,w >0
w) = ming > [ulog(u;) + wilog(w;)] : ¥~ W= Ry
W Slui+w)] =140

i
R—2v24+6(v)—R ™ 1v; vV R2024+6(v)—R 1y,
. Z v 2(1}) v log( v 21)) v
i
—2,2 -1, —2,2 —1,,.
+Z VR vi+g(v)+R Uzlog( R vi—&—g(v)—i-R vl>

ov) : X Z R202 4+ 0(v) =1+ (2d)71§

(3.2.8)
Here, as in the previous item, § = 1.e-3 is a regularization parameter.

Remark 3.2 Note that hyperoctahedron is equipped with two “local data” — those given by
(3.2.5) in the case of p = 1 and those given by (3.2.8). While both sets of data share the
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common norm and the same complexity parameter, they differ in the choice of the distance
generating function. In the sequel, working with hyperoctahedrons, we will use the latter
data (which seem to result in the slightly better practical performance of MP) rather than
the former ones.

L
5. Finally, when V = {v = (v!,...,0") : v* € R™, 3" ||v*||]2 < R} is an extended simplex, we
s=1

set
o - {f’+1 135 bl = £l
log(L)’ - s=1
20— ko= (9—1)L1_GR_22% (3.2.9)
D — ¢! Q = O(1)R?max]1,log(L)]

L
o(v) = 07RTX oS

We have the following

Proposition 3.3 In all aforementioned cases the function w(-) is strongly convex, with the
indicated modulus k w.r.t. the indicated norm || - ||, on V, D > D o)[V] and Q@ > £2.

Proof. 1°. We start with the following simple fact:

Lemma 3.1 Let || - || be a norm on R, let V .C RP be a closed convex set with a nonempty
interior, and let w(-) be a continuously differentiable function on V which is twice continuously
differentiable everywhere on V outside the union U of finitely many proper linear subspaces
of R, Then the necessary and sufficient condition for w(-) to be strongly convex on V, with
modulus k > 0 w.r.t. || - ||, is that

hTW" (v)h > k||h||* Y(v € (intV)\U, h € RY). (3.2.10)

Proof. Necessity: Assume that w(-) is strongly convex on V', with modulus £ w.r.t. ||-||, and let

us prove that (3.2.10) takes place. Let v € V/ = V\U and h € E. The set V' is open, so that for

all small enough positive t we have [v,v + th] € V'. We have (W' (v + th) — W'(v),th) > &||th|?,

whence

W'(v+th) — W' (v)

< t

When t — +0, the left hand side in this relation converges to h’w”(v)h, and (3.2.10) follows.
Sufficiency: Assume that (3.2.10) takes place, and let us verify that w(-) is strongly convex,

with modulus k w.r.t. || - ||, on V, that is,

Jh) > w|h]2.

<w/(v//) o w’(v’),v” - U/> 2 KHU/ o U//||2 Z 0

whenever v’,v” € V. Since w'(+) is continuous on V', the left hand side in the target inequality
is continuous in v’,v” € V; therefore it suffices to verify this inequality for v',v” belonging
to a dense in V subset, e.g., for v/,v” € V’. Assuming v',v” € V', and taking into account
the structure of V', all but finitely many points of the segment [v/,v"] belong to V. In other
words, setting h = v — v’ and vy = v/ +th, 0 < t < 1, there exist finitely many values
[0 <]Jt1 < ta < ... < tg[< 1] of the parameter ¢ such that the point v; belongs to V/ whenever
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t € [0,1] is distinct from ¢y, ..., tx. The points t1, ..., tx split the segment [0, 1] into k+ 1 segments
Ay, ..., Ag. Let 7/ < 7”7 be two points of one of these segments, and let us verify that

(o (0n) = (0, BY > (7" — )2 (3.2.11)
Indeed, the function ¢(7) = w(v;) is twice continuously differentiable on [r/, 7], and
¢"(r) = 1" (v:)h > || h||?
by (3.2.10) due to v; € B’, whence
(W' (vrr) = W' (), h) = ¢ (7") = ¢ (1) = (7" = 7)sl||]?,

as claimed. Now, since w’ is continuous on V, relation (3.2.11) implies, by continuity in 7/, 7",
that
<w,(vte+1) - w/(vte)ﬂ h> > ﬁ(tf+1 - tf)Htha

where ty, t;11 are the left and the right endpoints of A, (so that tg = 0 and ¢;x1 = 1). Summing
up the resulting inequalities over £ = 0,1, ..., k, we get

(W' (v") = (v), 0" =) = (W) = W' (), h) = Kt — to)l|R]* = sllv” — |7,

as claimed. O
20 Now let us prove the results stated in Proposition for the case when V is the p-ball

By(R) in R? or a nonnegative part of such a ball and 1 < p < 2. Let us verify first that
d -

w(v) = 119 > |vif? is k-strongly convex w.r.t. || - ||, on V. The function is clearly continuously
i=1

differentiable everywhere on V' and is twice continuously differentiable on the set V' = {v €
intV :v; #0,i=1,...,d}. Now let v € V' and h € R%. We have

d d
hTW! (v) = Z lv; [P~ tsign(v;)h; = hTW"(v)h = (p—1) Z |vs|P~2h2, (3.2.12)
i=1 =1
whence,
2 2
p=2= T (v)h = A3 > dv " A2, (3.2.13)
where the concluding inequality is readily given by the standard inequality
weRL1<s<r<oo=|uly < |ulls < ds 7 ||ullr- (3.2.14)
Now let p < 2. Then
N N2
2 ; 21, p-2]% ks ’
-~ = PP = £ .| p— .|P
12 = (SIhP)? = | < [1eP2]* (1]
N ~ 2
p 2-p\ p
2 2 ;}\ 2
< ((zm Ploi=2) " (Sl
7
[we have used Holder Inequality] -
2—p
= (Sfp=2) (Shur)
(2
lv]%
< p” hTw”(v)h

[we have used (3.2.12)]
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We have arrived at the relation

IN)

p—1 p—1)d
Ullp

- 275
lo]2

SELN

| =)

1|2, (3.2.15)

where the concluding inequality is given by (3.2.14) combined with p < p. Observing that

2 p_ﬁ{ =0,
) § > __1
p pp = log()’

) )

=D
>p’

ESHRN

we obtain from (3.2.13), (3.2.15), by taking into account that ||v|, < R for v € V and the
definition of  in (3.2.5), that
KT (w)h > w2

for all v € V' and all h € RY; invoking Lemma 3.1, we see that w(-) is k-strongly convex w.r.t.
| - || on V. Further, we have

1 - 1 = -
Do V) = magx | 53 1ol — 0= 00| = Sma ol < 77 = D,

2
P

and finally Q = D“((: M _ RQg_l < O(1)R?log(d), as claimed.

3%. Now consider the case when V is p-ball B,(R) in R? or the nonnegative part of such a
ball and 2 < p < oo. The fact that the function w(v) = %’UT’U is 1-strongly convex w.r.t. the

norm ||v|| = ||v||2 = VvTv is evident, so that all we need is to show that Dg[V] is bounded from
above by the quantity D indicated in (3.2.6). This is immediate:

Do[V] = max [%UTU — 2070 — o7 0} = max svTw
ve ve
< max 3|3
villvlp SR
2 1-5
S R°d P

2 b

where the concluding < (in fact, it is equality) is given by (3.2.14).

49, For simplexes (both full-dimensional and standard) the results stated in Proposition 3.3
are proved in [3] (where also the case of p-ball with p = 2 is considered). For hyperoctahedron,
the required results can be easily derived from those related to the standard simplex; we skip
the derivation. The only case which remains to be considered is the one of extended simplex,
and this is the case we shall investigate now.

In view of Lemma 3.1, in order to prove that w(-) is strongly convex on V, with modulus »
w.r.t. the norm || - ||, we should verify that

W (v)h > k||h||? V(v € V/,h € E = R™ x ... x R"), (3.2.16)

where V' = {v € intV : v® #0, s = 1,...,L}. Let us demonstrate that this indeed is the case.
Let v = (v!,...,v¥) € V' and h = (h!,...,h*) € E, and let us set

dvt = | ottt =R, = [l e
i (3.2.17)
2 hs Tr— o g‘ hs
d2ys = j? t—OHvs +ths||2 = [](”Tﬂ;)
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We now have

ROWTW (v +th) = 4671 z |v® +th®]|§ = z [0 + th®||§ 71 L ||v® + th?||
= RIWTW' (v)h = LI ROWTW (v+th) =4 Z |v® + th*||5~1 4 \vs+th5H2l
t=0 t=0 |s=1

L 2
= =1 X g (] e el )

L
+ 2 lvllz” 1L el
= s||10—2 s110—1 2. s
= X [@- Dl @+ 1ol @]
L
= & [0 = D80T+ o137 o (77— R
> (0-1) 3 [l 3.

We, therefore, have arrived at the inequality

L
h'W"(0)h = R0 = 1) 3 [[v 572 (1R°]5. (3.2.18)
s=1

2 —o 2
Hh5H2> :<s 1 o, Yol ™ )
e 3111~ ) (glnvsn%">

[Cauchy Inequality]

We now have

IR][?

I\Mh IIMh

IN

L
RO S™ lvs|l37°
[hTw”(U)h} — =

IN

[see (3.2.18)]

whence
(@ —1)R™?

L
5 o]
When L < 2, we have § = 2, and (3.2.19) implies that
hTW"(v)h > R72||h|)?. (3.2.20)

YW (z)h > A% (3.2.19)

Now let L > 3,sothat 0 =146, § =

1
log(D) < (0,1). Then

los 137

M=

L 15 L

> sl < max 30470

s=1 L s=1
ts>0, Zt <R

= L(R/L)'° =R~ 5L5 R'79exp{1},

s=1

so that (3.2.19) results in the relation
W (v)h > (0 — 1) exp{—1}R?||h|]%, (3.2.21)
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which combines with (3.2.20) to imply (3.2.16) and thus, the fact that w(-) is x-strongly convex
w.r.t. ||| on V. The relation

L
veEV = ww) —w0) —vW(0)=ww)=0"1R™’ Z |v%]|y < D =671
s=1

is evident (note that 8 > 1 and Y ||v*]|]2 < R for v € V). The fact that Q given by (3.2.9) is an
S

upper bound on D/k is equally evident. =

3.2.2 The setup for MP

The outlined rules equip every block Z,, with a certain norm || - ||,y on R’ distance-generating

function wy(-) on Z, which is r,-strongly convex on Z, w.r.t. |||, starting point 2P) € Z, an
upper bound Dj, on the quantity D, [Z,], and an upper bound 2, on the complexity parameter
dy/kp. The setup for MP as applied to problem (3.1.1) with the bilinear cost function (3.2.2) is
“assembled” from the outlined data, specifically, as follows.

e Let L, be the norm of the linear mapping

v BPly : R% — R

induced by the norm || - ||, on the argument space and the norm || - H’(*p) (the norm conjugate
to || - [l(p)) on the image space:

_ Prq koo,
Ly = max {||Bullfy « Jull <1}

or, recalling the definition of a conjugate norm,

L,, = ma vl BP4y - o <1, |lu <1} = Ly, 3999
P uEqum)éde{ H H(p) = H H(q) > } ap ( )

where the concluding equality is readily given by the fact that B® = —[BP4]T,
e Let us look at “assemblings” of the form

k
20 = (20, ..., z(%), w(z) = pgl Ypwp(2[p]),

: . (3.2.23)
ol =/ 2 13l [@nzn*z Zlup2[liz[p1|lz‘p>]2|

where p,, > 0, 7, > 0 are parameters of the construction. We can easily express the bounds
on the associated quantities D,,[Z], x, and L in terms of pu,v. A straightforward computation,
based on Proposition 3.3, implies that

2

Doylw] D =3 3Dy, #2F=min 22, L < L= Anux ([u;luq‘leq} ) . (32:24)
I Pq
p p

where A\pax(A) is the maximal eigenvalue of a symmetric matrix A. Now, what matters for the
error bound of MP, the setup being given by w(-), || - ||, 2o, is the quantity x~'D,,[Z]L — the less
it is, the better. It is natural to look for the assembling which results in the smallest possible
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upper bound % 1DL on this quantity. This problem can be easily solved; the optimal solution
is given by (3.2.23) with the parameters v,, p, defined as

. 2 Mg D,D
Vp = Hp’ tp = \/Vpkp, Where o) = i and Mpq = Lyg m
Pq
Py

Kpkq

(3.2.25)

p

For the resulting assembling, one has

~ - |D,D
F=D=1 L=Y Ly K”K 1, (3.2.26)
D,q pa

The efficiency estimate for the resulting MP algorithm as applied to (3.1.1), (3.2.2) is

V2 Ly ngzgqq V2 Lo/ B0
P.q < P '
- t

DualityGap(z*,y") < (3.2.27)
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Chapter 4

Saddle Point Reformulation of SVM
Models

4.1 Kernel-generated SVM models

As we have seen in Chapter 2, Statistical Learning Theory in its SVM-oriented form suggests to
associate with a given training sample S = {(x;, y;)}¢_,, an optimization problem of the form

. 2 -2 2
mae {7 < [ull2 + B2, b7 7, <1}, BS)
€i(w, b,7) = max(0, 7 — yi((w,a2) + )]

and to use the augmented classifier (2.3.23) given by an optimal solution to this problem. In
the above optimization problem,

e 1; € X C F are the feature vectors from the sample, y; are their labels, and X is a subset

in a given normed space (E, ||-||) known to support the marginal distribution of the feature
vectors;

e R < oo is (a given upper bound on) the radius of || - ||-ball, centered at the origin, which
contains X;

e The design variable w varies in the space E* dual to E, and || - || is the norm on E* dual
to the norm || - || on E;

e p € [2,00] is a given parameter (which should be finite in the case when X is infinite), and

— _b
Px = 57

4.1.1 The kernel-generated case

In the majority of SVM models, E is a specific inner product space defined as follows:
1. We start with

e The attribute space — a given abstract set X which, in order to avoid unessential
technical difficulties, we assume to be finite. The points of X are called attribute
vectors (usually they indeed are vectors, since X typically is given as a subset in
certain RY).
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e A kernel — a real-valued function K (u,v) : XxX — R, which possesses the following
properties:

(a) K(u,v) = K(v,u) for all u,v € X;

(b) Whenever m is a positive integer and u, ..., u,, are m distinct points from X ,
the matrix [K(u;, uj)]1<i j<m is positive definite;

(¢) K(u,u) < R? for all u and certain R € (0, 00).

2. The kernel K defines an Euclidean space E, namely, as follows: the elements of E are
real-valued functions g[-] : X — R, and the inner product on E is given by

(LA K = Y K(u,v)g[ulh[v] (4.1.1)

u,vekv

(due to the properties of K, this indeed is an inner product). The corresponding norm is

lollic = [> K (uwg(w) (112
ueX

3. Note that X can be naturally embedded into F; specifically, we can associate with a point
u € X the element ¢(u) € E given by

1, v=u

amm—{ojv¢u,

so that
(P(u),d(v))k = K(u,v), |[o(u)lx =/ K(u,u). (4.1.3)

4. Finally, the actual distribution D to be learnt is a distribution on X x {—1,1}, so that the
actual training sample S is the sequence of examples (T3, y;) with Z; € X and yi € {—1,1}.
Identifying feature vectors z; with their images z; = ¢(¥;), we identify the “attribute
space” examples (Z;,y;) with their “feature space images” (z;,;). With this identification
of examples, D becomes identified with a distribution D on X x {—1,1}, where X is the
image of X under the embedding u — o(u) : X — E, samples S drawn from D become
identified with samples S drawn from D, etc. Note that by (4.1.3) X is contained in the

centered at the origin || - || x-ball of radius R = max /K (u, u).
ueX

In the just outlined framework, F is an Euclidean space, so that F can be naturally identified
with its dual; with this identification, the linear functional associated with w € E is just w(z) =
(w,x)K, x € E. Needless to say that with this identification the norm dual to || - || x is this norm
itself, so that problem (P,(S)) reads

max {'y {w,w) i + R’2H£(w,b,7)”2* < 1},
¥,w,b

(4.1.4)
gi(wa b, 7) = max[()?’)/ - yi(<w7 xi>K + b)]

where z; = ¢(Z;) € E are given points from X (“feature vectors of the examples”) and y; are
their labels.
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4.1.2 Reformulating problem (4.1.4)

Let v, w, b be a feasible solution to (4.1.4). When replacing w with its orthogonal projection w’
onto the linear span of x;, ¢ = 1,...,, we preserve the validity of the constraints and can only
reduce the value of the objective. It follows that we lose nothing when adding to the constraints
of (4.1.4) an additional requirement w € Lin(z1,...,2¢), or, equivalently, the requirement that

l
w = Y. a;y;jT;. Treating a; and ~, b as our new variables, problem (4.1.4) becomes
i=1
g ~ = 20112
'ZlK(xhxj)yiyjaiaj + R€ll5, <1
17]:
£>0
Yopt = max  §7: (4.1.5)
QERZ,’y,b,g O~
& >7—Yi (Z K (2, Z5)y 05 + b) ,
J
i=1,...10

Our first goal is to rewrite this problem in an equivalent, better suited for our further goals,
form and, second, to add some extra flexibility to the resulting problem.

Equivalent reformulation of (4.1.5). Note that the optimal value in (4.1.5) clearly is pos-
itive, and the problem can be rewritten in the form of

£=0
é ~ ~
Opt = min S© K (@ &) yiyjaucg + R2)€)2, S =1 yi%:K(l'ialﬂj)ijZj +b,
aeR"be |\ 52 _
’ i=1,...,¢

(4.1.6)
Indeed, if (o, 7 > 0, b, ) is a feasible solution to (4.1.5), then the collection (y~'a, v~ b,y 1€) is a
feasible solution to (4.1.6) with the value of the objective < y~1; vice versa, if (a, b, £) is a feasible
solution to (4.1.6) with certain value of the objective a, then the collection (a ', a™!,a='b,a=1¢)
is a feasible solution to (4.1.5) with the value of the objective a~!. Tt follows that (4.1.5) has
positive optimal value the optimal values in (4.1.5) and (4.1.6) are linked by the relation

1
Opt = , (4.1.7)
Yopt

and whenever (a,b,€) is an optimal solution to (4.1.6), the collection Opt=*(a, 1,b,&) is an
optimal solution to (4.1.5).

From an optimization program to a classifier. Note that the classifier yielded by an

optimal solution (o, b*,£*) to (4.1.6) at every attribute vector = distinct from the attribute

vectors T, ¢ = 1,...,¢ from the training sample equals to f.(Z) = (3 a;‘-ijj,a:)[( + b* (see
J

Statement (!) in Section 2.3.3). Recalling the definition of (-, -)x, we see that
T = 1) = 3 KG 5yl + b, (4.1.8)
j=1

so that not only the problem yielding the classifier, but the classifier itself can be expressed
solely in terms of the kernel K.

61



Adding flexibility. We have seen in Chapter 2 that the “soft margin” SVM approach results
in optimization problem (P,(S)) which, in the kernel-generated case, can be posed as (4.1.6); in
fact, theory suggests a specific choice of p, namely, p = 2. Note, however, that the Statistical
Learning Theory underlying this formulation is, in some sense, too “rough” to provide detailed
SVM-oriented optimization models. For this reason, in the SVM practice, one adds some flexi-
bility to (4.1.6), which allows to “adjust”, to some extent, the SVM optimization program to a
specific classification problem in order to get better generalization error, or to get a sparse (with
a relatively small number of nonzero «;’s) separator, etc.
The major “adjustable components” in (4.1.6) are as follows.

1. Adding flexibility to the objective, specifically, by replacing the objective

V4
> K (%, %;)ysyjoucg + R72|€]|12,
ij=1
with one of the form
V4
> K(T, T5)yayjoucg + T||E]12, (4.1.9)
i,j=1

where I > 0 is a control parameter. When building a classifier, one solves problem (4.1.6)
with the objective modified according to (4.1.9) for a series of values of I' and chooses
“seemingly the best” of the corresponding classifiers by applying additional tests, e.g., by
measuring the quality of a classifier on a validation sample, see Section 5.2.2.

Observe that adjusting the parameter I' > 0 in the resulting parametric optimization

problem
£>0
¢
min > K(T, Ty + TIIEN2, 0 &> 1 —yi | S K(F,%)y05 +b |, ¢,
a€RLLE N\ T j
i=1,..0

(4.1.10)
is equivalent to adjusting parameter p > 0 in the parametric problem

lallzy,x = >0 K(Ti, j)yiy i < p

1,J

aeR!bg & > 1—yi | XK (@ T))yo +b
J
i=1,..0

£=0
min < [|£]]p, : ( ) : (4.1.11)

Indeed, let o', b be the («,b)-component of an optimal solution to (4.1.10). By evident
reasons, with p = ||a||2, k, every optimal solution to (4.1.11) is optimal for (4.1.10). It
would be easy to show that under mild regularity assumptions the opposite is also true:
the optimal solution of (4.1.11) corresponding to a given value p > 0 of the parameter, is
an optimal solution to (4.1.10) for a properly chosen value I'(p) > 0 of T', but we do not
need such a result: from what we have already seen it is clear that the parametric problem
(4.1.11) is at least as flexible as (4.1.10), so that we lose nothing when focusing on the
former problem rather than on the latter one.
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2. Replacing ||a||a.y.x with another norm ||a| on R* adds even more flexibility to (4.1.11).
The resulting parametric family of optimization problems is

lafl < p
: £=0
min : , 4.1.12
b€ €. &> 1—((Qa)i +byi), ( )
i=1,..0

where

Q = [Qij = yiK (T, T5)y;], <; ;<o € R (4.1.13)
Aside of the choice ||| = ||||2,y,i, a notable candidate to the role of the norm || - || is the
f1-norm

¢
ldly = Jel;
i=1

in many cases, this choice results in “sparse classifier” — with much smaller number of
nonzero coefficients o in (4.1.8) than the one yielded by the choice || - || = || -

2,y,K-
Remark 4.1 When |- || = || - |24k, from optimality conditions as applied to (4.1.12) it follows
that at the optimum, all a-variables are nonnegative. Thus, in the case of || - || = || - [|2,4y,x we

lose nothing when adding to the constraints of (4.1.12) the constraint o > 0.

4.1.3 Adjusting the kernel

In the outlined presentation, the kernel K was treated as a given in advance entity. In SVM
practice, the choice of the kernel, which is the crucial component of the approach, is based
mainly on utilizing a specific structure of a particular classification problem at hand. However,
this structure usually suggests to use a kernel from certain parametric family, e.g., from the
family of Gaussian kernels N
K(z,7) = exp{||Z — gll3/(20%)} #,5 € X C R

while the question of how to choose kernel’s parameter(s) (e.g., o for a Gaussian kernel) remains
open. It would be attractive to make these parameters part of decision variables in problem
(4.1.12), but such an attempt usually results in a nonconvex and thus difficult ro solve optimiza-
tion model. Instead, practitioners usually adjust the kernel by solving (4.1.12) for a number
of different values of the kernel parameters and then use “seemingly the best” of the result-
ing classifiers (cf. the situation with tuning the parameter p). To the best of our knowledge,
there exists only one particular case where adjusting the kernel can be made a part of the
optimization process. This case is as follows. Assume that we are given L candidate kernels
Ks(u,v): X xX >R, s=1,.., L. Further, let A\; > 0 be “scale parameters” for these kernels.
According to the outlined scheme, every one of the kernels A;K(, -) defines a Euclidean “feature
space” (Fs, (-, -)s); the elements of this space are real-valued functions ¢[u| on X, and the inner
product is
(@1 YN = As Y Ks(u,v)[u]ylv].

u,veX

We can now consider the direct product
E=F x..xE
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of the resulting Euclidean spaces as our new feature space; the elements of this space are ordered
. — . . .
collections ¢ = (¢1, ..., ¢r) of real-valued functions on Y, and the inner product is

L

<$7 $>E = Z<¢s; ¢s>s-

s=1
We now can embed the set X into E via the mapping
P T =6(@) = (91(2), .. 61(@)) € E

where, as above,
1, u==x

wamz{o,u#%

(@, e =3 ANEL(&, 7). (4.1.14)

With this embedding in the role of our previous embedding T — x = ¢(), the analogy of
problem (4.1.4) is

L
S As(wt, w) g, + T[N <1
0

s=1
max v €2 (4.1.15)
’Yv{wg}s:p L )
&E>y—vui| 2 As(w',zi)k, + D) |, i=1,..,0
s=1

Same as in the single-kernel case, the latter problem is equivalent to the problem (cf. (4.1.6))

¢ L £€=20
- T E v asal 2 . ¢ L
{asgy}llew Z ZASKS(%’:C])%%OLZ% LIl - Si>1l—y (Z > AsKs (3, 75)y05 + b) ’

be i,j=1s=1 |
(4.1.16)
and the resulting problem can be viewed as a member of the parametric family (cf. (4.1.11))

Z Z AsKs(Zi, Tj)yiyjoia; < p

1,j=1s=1
@ Se}?{%l}n pet €20 (4.1.17)
s 17 7
gi >1—y (Zl ZlA s K (a:z,x])y]a +b>
j=1s

with p > 0 being the parameter. The classifier yielded by a candidate solution to this problem,
evaluated at a point & distinct from all attribute vectors z;, i = 1, ..., £, from the training sample,

s (cf. (4.1.8))
¢ L
ZZ (z,75)yja] +b. (4.1.18)

For the time being, we have tacitly con51dered the weights \; as parameters of the construction;
starting from this point, let us treat them as decision variables of (4.1.17). When multiplying
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the weights A; and p by a common positive factor, we clearly do not change the optimization
problem; therefore we lose nothing when normalizing A’s as

A =1

We, therefore, have arrived at the parametric optimization problem

Z Z AsKs(Ti, Tj)yiyjaias < p
i,j=1s=1
£>0
min el . S
j=1s=1
A>0,> A =1
S

As it is written, this problem is not convex, due to the presence of products of A’s and a’s. We
are about to demonstrate that this difficulty can be overcome. Indeed, let us pass in (4.1.19)
from variables o to 3] = Asaj. The resulting problem is

\l i g [Z K, ($17$j)yly]/6 BS]

s=1 ,J=1
>0
ein el 2 o (4.1.20)
s=15 gz >1 <Zl Zle(xum])yjﬂ +b>
j_ S
A>0, ) =1

Now, for reals as, s = 1,..., L, the quantity

L L
igf{;)\slcﬁ:)\>02)\s:1}

s=1

clearly equals to

(D lasl)®

This observation as applied with as; = ZK (@i, Z5) iy 58 ﬁs allows to carry out partial opti-
7]

mization in A in (4.1.20); the resulting problem is

Z ||ﬁ H27y K < P
min 1€l : § > 0 : (4.1.21)

{BeeRL_ b ¢ L ~ o~
§i>1—y; '21 21 Ks(Zi, T)y; 5 + b
Jj=1s=

This parametric problem is convex; moreover, this problem is of the form (4.1.12), with the
vector (BY,..., B%) in the role of a, the norm

L
1B e B9 = D 18° 2.k

s=1
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in the role of || - || and the ¢ x L¢ matrix

[Q17 ceey QL] P QS = [leS(fla f])y]]lgzngg (4122)

in the role of Q). Note that the feasible domain in the variables 8 as given by the norm constraint
|B]] < p of the resulting optimization problem

2,y,Ks S P

L
18] = > 18°
min I3 s=1

B= (Bt Bl)eR e | DIPT E >0
&> 1—((QB): + by;)

is an extended simplex. Note also that the classifier (4.1.18) is readily given by the (-variables:

(4.1.23)

4

f@) =Y Ko(@,35)y,8 +b. (4.1.24)

j=1s=1

4.2 Saddle point reformulation of SVM models

Our current goal is to reformulate the SVM optimization problem (4.1.12) (which includes, as
particular cases, all other SVM problems considered so far) in a saddle point form, as required
by the Mirror Prox Algorithm. We start with the following simple observation:

Lemma 4.1 Let u € R?, and let £ be the vector with coordinates
& = max][0, u;).

Then, for every p € [1, 0], one has

1€

= max Mu=max{A\Tu: A>0,[\], <1}; 4.2.1
o= AT o (AT 4 > 0, A, < 1 (42.1)

_p
here, as always, p, = =g

Proof. By Hélder Inequality, whenever A € B,f (1), we have

I€llp. > IAIplIEllp, > ATE > A,

where the concluding inequality follows from the fact that A > 0 and & > u. Thus, the right
hand side in (4.2.1) is < the left hand side one. To prove the opposite inequality, it suffices to
consider the case when & # 0 (otherwise the desired inequality is evident). Assuming 1 < p < oo,
setting

g
7

(5¢)
J

and taking into account that p(ps. — 1) = ps, we get A >0,

e
IAlp = 7——= =1

()
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and 1 1
gZofﬁ’*‘ u; ;Osf*‘ & N
:£;> 3:&;> b=
S N = = = [€llpe " = 1€l

) Be)
J J

Thus, the right hand side in (4.2.1) is > the left hand side one. m
Now, for «,b fixed, the optimal, in terms of the objective, choice of & clearly is the vector
with the coordinates

§ = max [07 1- ((Qa)l + byZ)] )
and the corresponding value of the objective is the p,-norm of this vector, that is, by Lemma
4.1, the quantity

F(a,b) = max lz Ai = AQa—b) )\y] .

XeBy (1) |5

Thus, problem (4.1.12) is nothing but the saddle point problem

max Ni —MQa— b3 Ny 4.2.2
IIaH<p bER AeB; (1) lsz ’ ZZ: e (4.22)
with bilinear cost function.

In fact, we can eliminate the variable b, thus arriving at a problem which is better suited for
solving via MP. To this end, note that for « given, minimization of F(«,b) in b € R is just an
explicit univariate convex program and as such can be easily solved by Bisection. Thus, problem

(4.1.12), which is in fact,

min _ F(a,b)
allel|<p.beR
can be reduced to the problem
min ﬁa,ﬁ’ = inf F(a,b 4.2.3
oo (@), F(a) = inf F(a,b). (4.2.3)

We now have

F(o) = infF = inf ATQa —
() inf F(a,b) é?méfé?’fl) {ZA A Qa bZAzyz}

= max inf {Z N — )\TQa —-b Z Azyz}
AeB; (1) beR

[by von Neumann Lemma]

= max i — ATQa+ d
AeB; (1) zz: @ —00, 2 Aiyi #0

= max i —\T a]
AeBy (1 Zyzx o[z ©

Consequently, problem (4.2.3) reduces to the saddle point problem

min max [Z Ai — )\TQal (4.2.4)

azllal[<p Ae By (1), Zyl)\ =0
We have therefore arrived at the following
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Theorem 4.1 The SVM problem (4.1.12) can be reduced to the saddle point problem (4.2.4)
with bilinear cost function.

4.3 “Plain” SVM models

In the previous Section, we have been focusing on the case where the feature space F is generated
by a kernel, and we have been seeking for an affine classifier in the form of a linear combination
of feature vectors from the training sample. An alternative is to represent E as the standard
coordinate space RY with the inner product (x,y) = zTy and represent tentative affine classifiers
in the form f(z) = wlx + b, without taking care of representing w as a linear combination of
sample feature vectors and even of whether such a representation is possible. We may think of
this alternative as of the case where

e the set X of possible values of attribute vectors is a subset of RY, the feature vectors are
identical with the attribute ones, and

e the kernel is “linear”:
K(%,7,) = &1 7;. (4.3.1)

7

In this case the Euclidean space E as defined in Section 4.1.1 can be naturally identified with

the linear span of X. Indeed, we can associate with a function gl : X — R the vector
zg = Y g[x]T € RY, thus identifying elements of F with vectors from R™. It is immediately
TeX

seen that with this identification, the kernel-generated inner product in £ becomes the standard
inner product xTy, the mapping X — X becomes the identity, and E itself becomes the linear
span of X. If the latter space is less than the entire RY, we lose nothing by extending E to RY.

The situation in question is a particular case of the general kernel-generated situation con-
sidered in Section 4.1.1. In this situation, problem (4.1.4), which was the starting point of all
our developments in Section 4.1.1, reads

max v el R b < 1

&(w,b,7y) = max|0,y — y;(w! z; + b)] (4.3.2)

Our first step in Section 4.1.1 was to observe that at optimality, w is a linear combination of x;,
so that we can pass from the decision vector w to the vector « of coefficients in the representation
w = Y a;y;T;. In our current situation, we can skip this step and work with decision vector w

“as itzis”. Depending on the structure of the data, this modification may have two important
advantages. First, it may happen that the dimension N of our attribute=feature space R
is much less than the cardinality ¢ of the training sample; whenever this is the case, problem
(4.3.2) is of much smaller dimension than the associated “a-problem” (4.1.5). Second, in many
cases, especially in large-scale ones, the feature vectors are sparse, and as we shall see below,
when working with w-variables “as they are”, we have better possibilities to utilize this sparsity
than when working with a-variables.

We now can process problem (4.3.2) in exactly the same fashion as in Sections 4.1, 4.2,
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arriving first at the optimization problem

[w| < p
£>0
i : 4.3.3
weﬂ}\?b,ﬁ Il &>1—y (wTﬂ?i + b) , ( )
i=1,..0

(this is the “w-analogy” of problem (4.1.12)) and then converting the latter problem to the
saddle point form

min max N[l — yiwT 4.3.4
willwl[<p xeBf (1), yiri=0 lzl: il Yi z]] ( )

(this is the analogy of (4.2.4)). In order to distinguish the current SVM models from those
derived in Sections 4.1, 4.2, we shall refer to the former models as to plain SVM models, and to
the latter ones as to kernel SVM models. Note that in fact both types of models are associated
with kernels (the plain ones — with the linear kernel (4.3.1)); the actual difference is in how we
represent a classifier, either as a combination of the linear forms associated with training feature
vectors (kernel models) or just as a linear form on F = R" (plain models).

We are now in a position to explain what are the computational advantages, of plain models
as compared to kernel ones in the case of sparse data. Indeed, let us compare the saddle point
problem (4.3.4) with its kernel version, assuming, for the sake of definiteness, that we use in
both cases the 2-norm of classifiers:

e Plain model:

min max N —wlPX, P= Y1T1, e, Yoy
wwTw<p? Xe B (1), y:Ai=0 [Z ’ ] [ ]

7

o Kernel model w +— Po:

. T T
a:a%gﬁlﬂ AGB;(%{%MMZO lzz: Ao QA]  Q=FF
When solving the outlined saddle point problems by Mirror-Prox Algorithm (or any other first-
order iterative method), the computational effort per step is dominated by the necessity to
multiply given vectors by P and PT in the case of plain model and multiply by @, in the case of
the kernel model. When P is sparse, () is typically much less so, and the required multiplications
in the case of the plain model are much cheaper computationally than in the case of the kernel
one, provided that we work with ) “as a whole” and do not keep in mind the multiplicative
representation @ = PT P (the latter is not directly suggested by the kernel model).
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Chapter 5

Processing SVM Models via MP

In this chapter, we explain how to process the SVM models in their saddle point forms derived
in Chapter 4 via the mirror Prox Algorithm, discuss the corresponding implementation issues
and present some numerical results.

5.1 The strategy

5.1.1 The target

Observe that the saddle point reformulations (4.2.4), (4.3.4) of the kernel, and the corresponding
plain SVM models are of the same generic form

min max 17N = \T
CGliCli<pxe B (1), yixi=0 { QC}
: (5.1.1)
F(¢)
[1=(,...0)"eR, Bf(1)={eeR :¢>0,l¢), <1}],

where
e In the case of a kernel SVM model from Section 4.1.1

Q= [yiK(fiafj)yj]lgingg € RZ><€7 (5.1.2)

¢ € R! is what was called « in Section 4.1.2, the classifier yielded by a candidate solution (¢, \)
to (5.1.1) is

F(®) = K (&, Z5)y;¢ + b(Q), (5.1.3)

j=1

where

b(¢) € Argbmin €[, (&[¢])i = max [0, 1 = (QC)i — byi] (5.1.4)

and the norm ||| is either the kernel norm

1€l = \/¢TQC,

or it is another norm on R’ (from now on, we restrict this norm to be a standard || - ||,-norm
with 1 <7 < 2), of. (4.1.12), (4.1.13), (4.2.4);
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e In the case of an SVM model with adjustable kernel from Section 4.1.3,

Q = | iK1 (%5, 7))ysli g, Wil2 (i, T5)Yjligo - Wi (3, T5)ysliy | € RO, (5.1.5)
Q1 Q2 QL

¢ € R is what was called 8 = (8%, ..., %) in Section 4.1.3, the classifier yielded by a candidate
solution (¢, A) to (5.1.1) is

L ¢

F@) =YD AK(, %5)y;¢5 + b(C), (5.1.6)

s=1j=1

where (!, ..., ¢" are consecutive blocks of size £ in ¢ and b(¢) is given by (5.1.4), and ||(|| is the
norm

L L
1< =D 11¢5 2 = D [ QCE, (5.1.7)
s=1 s=1

cf. (4.1.23), (4.1.24), (4.2.4);
e In the case of plain SVM models from Section 4.3,

T
Y171

T
Q=| " | er™Y, (5.1.8)
yMgT

N being the dimension of the attribute=feature space, ¢ € R is what was called w in Section
4.3, the classifier yielded by a candidate solution (¢, A) to (5.1.1) is

f(@) =Tz +b0), (5.1.9)

where b(¢) is given by (5.1.4), and | - || is a norm on R" (which from now on we restrict to be
a standard || - ||,-norm with 1 <r <2), cf. (4.3.3), (4.3.4).

5.1.2 The method
The setup

Our strategy is to solve problem (5.1.1) by the Mirror Prox Algorithm from Chapter 3 with the
setup presented in Section 3.2. Specifically, our setup is as follows.

¢-component. The domain X of ¢ in (5.1.1) is the || - ||-ball of radius p in certain RM, and
the norm for this component (we use in the MP setup) is exactly the norm || - ||. The distance-
generating function for this component is chosen as follows:

e || - || is the kernel-generated norm || - ||2,y.x (kernel-generated SVM model with the kernel norm

of a =():

1 1 ~
wx (€) = 3lCl5, x = 5 2 viy; K (T, Tj) i
b ; (5.1.10)
{/@ =1, D= % pﬂ
here and in what follows, k, D are characteristic parameters of the pair “norm, distance-
generating function” introduces in Chapter 3. Note that (5.1.10) is given by (3.2.5) with p = 2;
indeed, we are in the situation where X is a ball of radius p in Euclidean space.
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L
o ||C|| is the norm Y- [|(®||2,y,k, (SVM model with adjustable kernel, see (5.1.5) — (5.1.7)):
s=1

2, L<2

L
wx(Q) = 07570 3 1C° 10 s 0 ={ L1
= 2,y,Ks 1 + log(L)a L Z 3 <5111>

[/ﬁ? =@ -1)L'"% 2 D= %pﬂ

this relation is given by (3.2.9); indeed, we are in the case when X is an extended simplex.
e || .|| is the standard || - ||,-norm, 1 <r <2 (kernel-generated SVM model with non-kernel
norm of ¢ = « and plain SVM model):

WX(C):%Z |Ci|rv 7 = max [T71+1] )
= 2l0g(M) ] (5.1.12)
(- DM D= Ly

where M is the dimension of ¢ (see (3.2.5) and note that what was called p in the latter formula
is now denoted by 7).
For the case of r = 1, we have an alternative distance-generating function (see (3.2.8))

u,w >0
wx(¢) = minq > [udog(u;) +wilog(w;)]: ¥~ W= p~ ¢
T Slus + w;] =146

]

-5 VPG =iy o (\/p2<?+9(o—plci>
i 2 2
3
iy VP EGHOO+ T Gy (\/P_QC?JFQ(OJFP_lCi)
: 2 g p) )

o) = X Z P2+ 0(C) =1+ (2d)7'6
[k = p (1 46), D= (1+8)log(2M)]

(5.1.13)

where M is the dimension of ( and é = 1.e-3.

A-component. The domain Y of A in (5.1.1) is the intersection of the nonnegative part of
the unit p-ball in R and the hyperplane {\ : 3, y;\; = 0} passing through the origin. For
computational reasons, we restrict ourselves with the cases of p = 2 and p = oo onlyl) and equip
the space of \’s with the norm and the distance-generating function as given by (3.2.6), that is,

Al = [[Az]] = VATA
and
wy (A) = $ATA

[k=1.D=10"%]. (5.1.14)

The starting point for MP is the origin in the (¢, A)-space.

After X, Y are equipped with the respective norms and distance-generating functions, the
norm and the distance-generating function for the domain Z = X x Y of the saddle point
problem (5.1.1) is built as explained in Section 3.2.2.

D “Theoretically valid” range of p is 2 < p < oo; replacing this set with its endpoints hardly makes any practical
difference.
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Computing the prox-mapping

Due to simplicity of the domain Z of the saddle point problem (5.1.1), computing the prox-
mapping is a computationally easy task which requires just Bisection. Indeed, due to the direct
product structure of Z and the additive structure of w(-), the computation reduces to solving a
pair of optimization problems

C?ﬁ%ﬁgp [wx (¢) + (&, C)] (5.1.15)
and
e jor() +€7], (5.1.16)

A>0,[[A[[p<1,> g A =0

where (&, () is either the kernel-generated inner product (kernel-type SVM models with kernel-
generated norm of (), or the standard inner product ¢7¢ (kernel-type SVM models with 7-norm
of ¢ and plain SVM models).

We explain next how to solve these problems in two particular cases, skipping explanation for
the remaining (equally easy) situations.

Solving (5.1.15) in the case of (5.1.2). In view of (5.1.10), (5.1.15) reduces to
. 1
min_{5¢7Q¢ +€7Qc}
¢:¢TQe<p? |2

where @ is the positive definite matrix given by (5.1.2). The solution (, is immediate: we

compute v = /£ Q€ and set

* —26, v>p

Solving (5.1.16). Recalling that B, (1) = {A € R*: A > 0,[|A|l, < 1} and applying Lagrange
duality, we observe that the optimal solution to (5.1.16) is

A\, = argmin {1)\T)\ + (€ + Q*y)T/\} ,
AEB; (1)

where

0, = argmax ¢(0), ¢(6) = min {1/\T/\ + &+ Hy)T/\} . (5.1.17)

AEBJ (1) reB (1) L2

Since the only cases we are interested in are those of p = 2 and p = oo, the value and a
supergradient of the (clearly concave) function ¢(-) are easily computable. For example, in the
case of p = oo, the minimizer A(f) of the function {%)\T)\—i— &+ Oy)T)\} over A € B (1) is
readily given by the relations

0, gz + 0% >0
(MO))i =9 —(&+0y), —1<&E+0y; <0 ;
1, &40y < —1

with A(f) being computed, we immediately get ¢(0) and
¢'(0) =y A ().

We can find now the solution 6, to the univariate concave optimization program (5.1.17) by
Bisection, and thus get the solution A(f,) to the problem of interest (5.1.16).
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The algorithm

The proposed version of the MP algorithm follows the description of the Basic MP algorithm
(Algorithm 3.1) up to two points: incorporating “aggressive” stepsize policy and mechanism for
building optimality gap.

Aggressive stepsize policy. Recall that the only requirement on the stepsize 74 > 0 and
the point w; = w* ™! in the Mirror Prox algorithm is to satisfy the target inequality (3.1.19).
Theorem 3.1 states that with the constant stepsize v¢ = Ygafe = ﬁ, this inequality is satisfied
after at most two inner iterations (3.1.18). At the same time, by Proposition 3.2 the accuracy
t-th approximate solution z! = (¢%, \') measured in terms of our objective

in F(¢),  F(¢)= a e 5.1.18
IIﬁ?p © « AeB;(gl,fyMi:O[ QC} ( )

associated with the saddle point problem (5.1.1) is given by

F(¢") — min F(¢) < tA , (5.1.19)
Ii<li<p 3
T:l’yt

where A is defined solely by the data and the setup and completely independent of the stepsize
policy. From the latter bound, it follows that the (upper bound on the) accuracy after t steps is

T
governed by the quantity I'y = > ¢, while the “computational cost” of this accuracy is the total
T=1
number I; of inner iterations in course of ¢ steps of the algorithm. Thus, the quantity ©; = I';/;

can be though of as the “performance to cost” ratio for our algorithm — the larger is Oy, the
better. With Basic implementation, this ratio is, independently of ¢, the quantity ©%f¢ = Vsafe/2
(indeed, with this implementation, I'y = tvyg,5., while I} is (at most) 2¢. Note, however, that the
performance-to-cost ratio O%afe comes from the worst-case-oriented theoretical considerations
and as such could perhaps be improved in practical computations. The aggressive stepsize
policy, we use in our implementation of the MP algorithm, tries to improve the performance-
to-cost ratio in the simplest possible fashion, specifically, as follows. We fix some “threshold”
number k of inner iterations per step of the algorithm (in our implementation, this threshold
is 3). When running inner iterations at step ¢, we start with certain (recursively defined, see
below) initial value v} > Ygafe Of the stepsize and run the inner iterations

w® = P,,_, (yi®(w*1)),s=0,1,... (5.1.20)
(cf. (3.1.18)) with v} =7 = ... = 4. If step t is terminated according to the rule
s—1 S s—1 s s—1
(’UJ PZt—l(’YtQ(w ))7715 (’UJ )> (5121)

+lwz1) + (W (z1), w* = 20) —w(w)] <0

(cf. (3.1.19)) in course of the first k inner iterations, we set 7, = 7; and start the step ¢+ 1 with
increased value of the stepsize: ’yt1+1 = Y4+, (y+ > 1 is a fixed factor). In the opposite case
(step t does not terminate in course of the first k inner iterations), we start to reduce the current
stepsizes by another fixed factor 7— < 1 until the value 7g,f is reached, that is, we continue

inner iterations (5.1.20) with

'Yf+1 = max['y_'yf, ’Ysafe]
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until the termination condition (5.1.21) is met. We then set ¢ = =7 and start the step ¢ + 1
with oty = .

In our implementation, we use v+ = 1.2 and v— = 0.5. Numerous experiments demonstrate
that although the outlined stepsize policy usually requires, at average, more than 2 inner itera-
tions per step of the algorithm, this increase in the computational price of a step is more than
compensated by progress in the resulting average stepsize 7, so that the “performance-to-cost”
ratios ©; usually are by order of magnitudes larger than the “benchmark” ratio Esafe,

Generating approximate solutions and optimality gaps. Observe that if (¢,)) is a
feasible solution to (5.1.1) and we have already computed the vectors Q¢ and QT )\, then we can
easily compute the quantities

. o

F(o a AeB;(ﬁai(yMiio [1 AmA QC}
3 . Ty 3T

ED = s, 13- 0],

Note that F({) is the value at ¢ of the actual objective we are interested to minimize over
¢ € X ={C:|[¢]| < p}; consequently, the approximate solution of the problem H}}n F(¢) (we can

build at certain moment) is the best (with the smallest value of F) of the (-components of all

feasible pairs ((, \) for which we have computed so far the vectors Q¢ and QT X. We denote by

F! the value of F at this best found so far solution. Now, for A\ € Y = {\ € B;(l), Y yihi =0},
i

the quantities F(\) are Iower bounds on the optimal value F, in the problem of interest:

. T T . TY 3T 3
F. = min max [1 A=\ Qg} > mip [1 PR Qg} = F()).
It follows that we can build lower bounds on the optimal value in the problem as the largest
of the quantities F(\), A € Y, computed so far. Denoting by F; the lower bound built after
t steps, the t-th optimality gap is the quantity A; = F* — F}; the gap bounds from above the
non-optimality, in terms of the objective F', of the best approximate solution to the problem
H}}HF built in course of steps 1, ..., t.

The bottom line is as follows: In the Algorithm 3.1, an approximate solution ¢ to the
problem built after t steps is the (-component of the weighted average (3.1.20) of the search
points w, = ((r, Ar), 7 < t; without additional computations, we even do not know what F(¢?)
is. In actual computations it seems to be more reasonable to choose as ¢! the best (with the
smallest value of F') of the points ( € X, where we have computed so far the values F(¢) of
the objective. The MP algorithm, as applied to (5.1.1), computes at every inner iteration the
vector ®((, A) at a current search point (¢, \) of the saddle point problem, that is, computes Q¢
and QT ), and we can use “for free” these matrix-vector products in order to build approximate
solutions to the problem and the lower bounds on its optimal value. In contrast to this, in the
Basic MP method we do not compute ®(-) at approximate saddle points (2%, \*) given by (3.1.20),
and thus do not compute the associated values of the objective F' and of the lower bound F'.
In our implementation we add these computations in order to include the approximate saddle
points (¢*, A!) in the outlined scheme for building approximate solutions and optimality gaps.
However, to reduce the total computational effort, we compute ®(¢t, \Y) (and thus F(¢?) and
F(A\Y)) for a sub-sequence of values of ¢ only (in our implementation - once per every 25 steps
of the method).
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H H#HH H‘ Data Attributes | Density Training sample Validation sample H
1 arcene60_40 10000 0.5 60 =29 + 31 40 =15+ 25
2 dexter200_.100 20000 0.005 200 = 100 + 100 100 = 50 4 50
3 dorothea600_200 100000 0.009 600 = 58 + 542 200 = 20 + 180
4 gisette4000_2000 5000 0.1 4000 = 2038 + 1962 | 2000 = 962 4 1038
5 madelon1500_500 500 1.0 1500 = 769 + 731 500 = 231 + 269
6 g5000x15000x05_2000 5000 0.04 || 15000 = 7462 + 7538 | 2000 = 1039 + 961
7 internet_ads2500_780 1558 0.01 2500 = 364 4 2136 780 = 95 4 685
8 lymphoma60_36 4026 1.00 60 =40 + 20 36 =224 14
9 colon40_22 2000 1.00 40=124-28 22=10+12
10 || bupa245_100 6 1.0 245 =105 + 140 100 = 40 + 60
11 || cleveland heart200_97 13 0.75 200 = 93 4 107 97 = 44 4+ 53
12 || ionosphere251_100 34 0.9 251 =161 + 90 100 = 64 + 36
13 || mushroom6000_2124 22 0.2 6000 = 3120 + 2880 | 2124 = 1088 4 1036
14 || musk1300.176 166 1.0 300 = 141 + 159 176 = 66 + 110
15 || pima600_168 8 0.9 600 = 214 + 386 168 =54 + 114
16 || sonar108_100 60 1.0 108 =64 + 44 100 = 57 + 43
17 || wdbc400_169 30 1.0 400 = 152 + 248 169 = 60 + 109

Table 5.1: 17 data sets used in numerical experiments.

5.2 Experiments: data and methodology

The outlined version of the Mirror Prox algorithm was implemented in MATLAB and tested
on a number of SVM data. In this section, we describe the data and our experimentation
methodology.

5.2.1 The data

Basically all data used in our experiments were found in Internet; the only exception is the data
set g5000x15000x05_2000 we have generated. We have no detailed knowledge of the origin of
most of the data (which in any case is irrelevant in our primarily computational context). All we
know is that the first five data sets were used in the competition in feature selection techniques
which preceded the NIPS Workshop on Feature Extraction (Whistler British Colombia, Canada,
2003). The remaining data seemingly are real-life ones.

Information on the 17 data sets we have used is presented in Table 5.1. This information
includes the dimension of the attribute vectors Z;, data density — average fraction of nonzero
entries in these vectors, cardinality ¢ of the training sample and the numbers ¢, ¢_ of positive
(with y; = 1) and negative (y; = —1) examples in the sample (in Table 5.1, these numbers are
presented as ¢ = {4 + ¢_) and similar numbers for the validation sample. The latter is not used
in the SVM model itself; its only purpose is to test the quality of the classifier yielded by this
model. Note that in all data sets available for us, only training samples are present; we have
split each of these samples in two parts to be used as the training and the validation samples
in our experiments. The examples from the original sample were split into the two parts at
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random, with chosen in advance cardinalities of the parts; this partitioning was never revised.
By reasons which will be explained in a moment, it is natural to divide the data in Table

5.1 into “large-scale data” 1 — 9 (the dimension of the attribute vectors ranging from 500 to

100,000) and “low-dimensional data” 10 — 17 (the attribute dimension ranging from 6 to 166).

5.2.2 Methodology of experimentation

The experimentation methodology we have used stems from the fact that the goal of our research
is to investigate the potential of advanced large-scale convex optimization techniques, specifically,
the Mirror Prox algorithms, in the context of SVM models rather than to solve actual binary
classification problems. This goal motivates a number of important decisions we have made as
far as experimentation is concerned, specifically

1. In our experimentation, we focus solely on plain SVM models.

The reason is that for our purposes already results obtained on plain SVM models
provide sufficient, although, perhaps, not 100% complete, understanding of the potential
of the MP algorithm in the SVM applications; at the same time, working with plain
models, we have no need in choosing an appropriate kernel, which by itself is a highly
time-consuming and heavily data-dependent task; since we do not know the origin of
the majority of our data sets, we are not in a position to carry this task out. It should
be added that at the most large-scale data sets (## 1 — 6 in Table 5.1), to the best of
our understanding, do not require kernels to be processed reasonably well; the same is
true for a significant part of the remaining data sets.

Another argument in favour of plain models in our context can be best of all explained
on an example. Counsider, e.g., the data mushroom6000_2124 (# 13 in Table 5.1). All
we need to process the corresponding plain SVM model is to store in RAM a 6000 x 22
data matrix @) with the attribute vector being the rows; the computational cost of an
inner iteration in MP is, essentially, the cost of computing Q¢ and Q7 \ for given ¢, .
Thus, the required RAM is about 1 megabytes (Mb), assuming double precision (that is,
8 bytes per real), and the cost of an inner iteration is just about 500,000 floating point
operations. Now assume that we intend to process the same data set via a kernel-type
SVM model with, say, Gaussian kernel. The corresponding matrix @ given by (5.1.2)
is a symmetric 6000 x 6000 matrix which is fully dense. It takes as much as 144 Mb of
RAM to store the (lower triangular part of the) matrix, and as much as 72,000,000 of
floating point operations to multiply this matrix by a vector — we get over than 100-fold
increase in computational resources per inner iteration of MP. This dramatic growth in
computational effort when passing from the plain to the kernel-generated SVM could
perhaps be justified if our goal were to build as good classifier for mushroom6000_2124
as possible, but it hardly could be justified with our actual goal.

2. We do not pay too much attention to tuning the parameters of the SVM models, for ex-
ample, the parameter p in (5.1.1).

If our only goal were to get good classifiers for the data sets, our primary effort would be
on the “optimal” choice of p and two other model parameters r and p (these parameters
are responsible for the choice of the norm in the constraint ||¢|| < p and the norm in
which the vector of slacks is measured). For example, we tune the model parameters by
processing a series of problems (5.1.1) coming from the same data set and differing from
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each other in model parameters only, to test the resulting classifiers on the validation
sample and to apply a kind of rough optimization over model parameters aimed at
specifying the parameters resulting in the smallest possible classification error at the
validation sample. With our actual goal, that is, evaluating the potential of MP in the
SVM context, such a “fine tuning” would be more or less waste of time: if MP performs
well for a “representative”, although small, set of different model parameters, there are
all reasons to expect that it will perform equally well for other values of the parameters
in their “represented” range.

3. When evaluating the performance of MP, we keep in mind the ultimate purpose of the
computational process — building classifier instead of focusing on optimization aspects only.

Methodologically, this point is very important when “computationally cheap” techniques
for large-scale convex optimization are concerned. As it was explained in Introduction,
these techniques are unable to guarantee high-accuracy solutions with reasonable itera-
tion count; at the present level of our knowledge, the latter is possible only with polyno-
mial time optimization techniques with prohibitively expensive, in the large-scale case,
iterations. Thus, the only point in solving large-scale convex problems by computation-
ally cheap methods stems from the desire “to buy reduced accuracy at reduced (and
thus affordable) price”, in hope that the “reduced accuracy” already is sufficient for our
applications. Whether this hope is or is not justified, and thus whether it makes or does
not make sense to use “cheap” methods, depends on the method and on the application.
It follows that in our context, at least one of the major criteria for evaluating MP is
how rapidly the quality of the resulting classifiers stabilizes with the iteration count.
Note that this criterion has little in common, both with the quality of the classifier
produced by the SVM model and with the rate of convergence of the MP, as applied
to this model. Indeed, imagine that in the first few iterations MP produces a classifier
with the classification error, as evaluated at the validation sample, as large as 15%,
while a high-accuracy solution of the same SVM problem (obtained in much larger time
by an interior point method or with many iterations of MP) produces a classifier with
error 14%. By itself, classification error of 14% or 15% is “meaningful”, nevertheless,
in terms of the particular application, the method could be qualified as pretty good —
just in few (cheap!) iterations, it produces a solution, which in terms of the particular
application we are interested in, is almost as good as a much more computationally
expensive high-accuracy solution.

5.2.3 Organization of experiments

Our implementation of the guidelines outlined in the previous Section is as follows:

1. With every one of the 17 data sets presented in Table 5.1, we associate several saddle point
problems (5.1.1) corresponding to with ||| = ||{||». All these problems represent plain
SVM models and differ from each other only in the values of the model parameters p, r, p.
Specifically, we allow for the parameters to take, independently of each other, the values
as follows:

p: 01,1.0,10.0; r:1,2; p:1, 00,

which gives us 12 = 3 x 2 x 2 problems per data set.
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Restricting the values of r and p with the endpoints of the respective theoretically
allowed segments 1 < r < 2 and 2 < p < oo seems quite natural. Our preliminary
experiments (which we do not report here) demonstrate that the chosen values 0.1, 1.0,
10.0 of p are “representative” for the majority of our data sets.

2. Recall that in the case when the domain X of ¢ in (5.1.1) is || - ||;-ball (that is, the model
parameter r is 1), we have two alternative choices of the corresponding distance-generating
function, namely, the function (5.1.12) with » = 1 and the function (5.1.13); in the sequel,
we refer to these distance-generating functions as to the power-like and the entropy-like,
respectively. Thus, 6 of the above 12 saddle point problems — those with » = 1 — can be
processed by two different versions of MP each. As a result, every data set from Table 5.1
gives rise to 18 = 12 4+ 6 numerical experiments, which amounts to total of 17 - 18 = 306
numerical experiments. In fact the number of numerical experiments was slightly larger —
316, since some of the data were processed with additional values of p.

3. A particular numerical experiment was run until the first occurrence of any one of the
following two events:

e Arriving at 1% “semi-relative accuracy”: Accur(t) < 0.01, where

Ay

Accur(t) = max[1, F(¢t)]

(5.2.1)

Recall that (' is the approximate solution built in course of t steps, F({) =
max (17X — AT Q(] is the objective of interest, and A; is the opti-

AEBF(1),Y yidi=0

mality gap built in course of ¢ steps, which is an upper bound on the quantity

F(¢') - HfgﬁigpF(C)

e Executing 1000 steps of the MP algorithm.

4. Once per every 25 iterations and upon termination, the computational process was inter-
rupted in order to test the classification errors of the “current classifier” (the one yielded
by the best found so far solution to the problem of interest HICTE F(Q)).

<p

5. In course of every experiment, we have recorded the following quantities describing the

computational process:

(a) Progress in optimality gap

A, Ft—F
PrG(t) = — = —+ 5.2.2
(recall that F* = F(¢*) and F; are the best found in ¢ steps upper, respectively, lower
bound on the optimal value in the problem of interest min F(());

<lI<p
(b) Relative accuracy
B Ft — LwB
Pt 41e12’
where LwB is the best known lower bound on the optimal value in the problem
of interest (in most of the cases, this is the lower bound Fp built by MP upon
termination.

RelAccur(t) (5.2.3)
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(c) Classification errors ErrTr(¢), ErrVI(¢) of the classifier built at iteration ¢ on the
training and the validation samples, respectively; these quantities are in the sequel
referred to as training and validation errors, respectively.

(d) The total number Innerltr(¢) of inner iterations in course of ¢ steps; this is the natural
“intrinsic” computational cost of ¢ steps, not directly affected by the size of the data
and computer’s performance.

(e) CPU time CPU(t) required to run ¢ steps, with time used to test the classifiers ex-
cluded; this is the actual (affected by the size of the data and computer’s performance)
cost of t steps of the algorithm.

6. Finally, SVM models with r € {1,2} and p € {1,000} in their optimization form

{”pr* §i > maX[O 1- ((QC) +Yi )] =1, 76}

min
Glicll-<p,beR.E

clearly are just linear programs (r = 1,p = 00), or linearly constrained convex quadratic
programs (r = 1,p = 2), or convex quadratically constrained quadratic programs (r = 2);
all these problems can be solved by Interior Point polynomial-time methods. In order
to get a kind of benchmark for evaluating the MP algorithm, part of our experiments
were accompanied by solving the problems by the state-of-the-art commercial IP solver
mosekopt, which is known as nearly the best commercial solver for linear and linearly
constrained convex quadratic programs, and the only commercial solver capable to solve
quadratically constrained programs.

5.3 Experiments: numerical results

It would be unreasonable to present detailed data on every one of 316 numerical experiments
we have carried out; even detailed data on 18 experiments related to a single data set would
be too much. What we are about to do, is to present a number of “integral slices” of the all
accumulated information and then detailed information on selected experiments.

5.3.1 Statistics of results
Overall performance

Data on the overall performance of the MP algorithm on our data are given in Table 5.2 and on
Figures 5.1 — 5.2. In Table 5.2, we display the averages of various performance characteristics
of the MP algorithm, while the histograms on Figures 5.1 — 5.2 give an impression on the
distributions of the performance characteristics, which are most important in our context, that
is,

e relative accuracy, which seems to be the major characteristic of the solution process con-
sidered in purely optimization perspective, and

e the resulting validation error (i.e., classification error on the validation sample) which is
the major entity of interest in the SVM context.
A detailed explanation of what is presented in Table 5.2 is given in the footnotes accompanying
the table; explanation of what is displayed at the figures is in their captions. There are, however,
two specific points related to our tables and figures:
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1. When displaying statistics of “time-dependent” performance characteristics (like progress
in optimality gap, or current relative accuracy, or classification error of current classifier
— all these quantities depend on the iteration number), one should take into account that
strictly speaking, these entities exist in an experiment-dependent “time horizon”; indeed,
what is relative accuracy at step 200, if the solution process has reached the required
relative accuracy 0.01 and thus was terminated (see item 3 in Section 5.2.3) as early as at
step 1007 How should the results of such an experiment contribute to the distribution of
relative accuracy at step 2007 Discarding these results from the corresponding statistics
would be misleading — it could give an impression that the distribution of accuracy reached
by the method “spoils” as the number of steps grows, which definitely is not the case. Our
remedy here is to think of all experiments as lasting for all our allowed 1000 steps of MP
and to extend the performance characteristics, like progress in optimality gap, beyond
their actual “life span” by the values they have reached at the end of this span.

Another difficulty of the same flavour stems from the fact that the error, as evaluated on
the validation sample (same as on the training one), of the classifier built in course of ¢
steps not necessarily decreases as t grows; in many experiments, this error first decreases
and then grows or oscillates (this phenomenon could be thought of as “over-tuning”).
Needless to say, in actual applications the classifier to be forwarded to the end-user should
be the best, as evaluated on the validation sample, of the classifiers built in course of
the solution process, rather than the classifier associated with the best solution to the
optimization model we are processing. To capture this point in our statistics, we define
the classification error obtained during t steps as the error of the best classifier we have
built and tested so far (which is not the same as the error of the last classifier we have
tested so far).

2. Another specific remark has to do with Figure 5.1 (and all subsequent figures representing
relative accuracy). In the SVM models it is possible to reach the exact optimal value in a
finite number of steps. The latter is what should be expected in the case when an “ideal”
affine classification is possible (that is, a classification resulting in the zero slack vector).
In these cases, ideal classification is given by a “massive” (with a nonempty interior) set
of affine classifiers, and it may happen (and indeed it happened in our experiments) that
our iterative process reaches this optimal set in finite number of steps. As a result, in part
of our experiments the optimality gap reaches zero value, which makes it impossible to
display the relative accuracy on a histogram with logarithmic scale along the accuracy axis.
In order to avoid this difficulty, when drawing histograms of the progress in optimality gap,
we replaced all values of RelAccur, which are < 1.e-10 with 1.e-10, which results in “high
bins” at the very left of the corresponding histograms; in fact, these bins represent the
percentage of problems solved to optimality.

Comments on the performance characteristics of MP presented in Table 5.2 and on Figures
5.1 — 5.2 are as follows:

1. Performance of MP as an optimization method seems to be quite reasonable:

e At average, the relative accuracy achieved by the method is about 0.09 (see Tab. 5.2)
vs. our target accuracy 0.01, which is not that attractive, the target accuracy was
achieved in over 80% of the experiments (Fig. 5.1.A.3), with the average number of
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iterations about 341%) (Tab. 5.2), nearly 3 times less than our allowed maximum of
1000 iterations, and average CPU time as small as 73.5 sec®). Moreover, in about
22% of the experiments the optimization problems were solved to optimality (Fig.
5.1.A.3).

e Good news are that the performance characteristics of MP on large-scale data ## 1
— 9 are significantly better than on all the data: while the percentage of experiments
where the target accuracy was achieved is about the same 80%, now the optimality
was reached in as much as 40% of the experiments. Moreover, in 22% of the experi-
ments, optimality was reached in less than 50 iterations, and in 38% of them — in less
than 200 iterations, see Fig. 5.1.B. The average iteration count on large-scale data
was 264 (cf. the average 341 over all data), with average CPU time of 130 sec.

2. As far as the quality of classifiers yielded by the MP algorithm, the situation seems to be
really nice:

e At average, the classification error of the resulting classifiers, as evaluated on the
validation samples, is about 19% (all data) and about 18% (large-scale data), see
Table 5.2. In over 35% of experiments with all data and in over 47% of experiments
with large-scale data, the errors of the resulting classifiers were less than 10%, see Fig.
5.2. By itself, these results primarily reflect the properties of the data sets and do
not say much about the performance of the MP algorithm in our application. What
does say a lot of this performance — and what are really good news about it — is that
the best classification error achieved in course of an experiment is, typically, achieved
pretty fast. Indeed, data in Table 5.2 indicate that

— at average, both for all data and for the large-scale data, the classification error
achieved in just 50 steps of an experiment, is pretty close to the error achieved
during the entire experiment;

— the average number of steps resulting in the best classifier is as small as 131.5
for all data, and 105.2 for large-scale data, the corresponding average CPU times
being just 21.1, respectively, 35.6 sec;

— the average number of steps before a “nearly the best” classifier is built (that is,
with the error within the factor 1.1 of the best error achieved in the experiment)
is just 100.4 for all data and 87.0 for large-scale data.

This phenomenon — “what can be achieved, can be achieved fast” — is also clearly
seen on Fig. 5.2 — the percentage of experiments where a “good” (less than 10%)
classification error is achieved in just 50 iterations is pretty close to the percentage
of experiments where this error is achieved during the entire run.

3. A nice feature of the classifiers produced by the MP algorithm is their sparsity — the number
of features (in our plain SVM models, these are exactly the same as attributes) used in a
classifier is, at average over all experiments and over experiments with large-scale data ##

2in the sequel, in order to save space, we do not present the data on the total number of inner iterations
required by experiments, only the data on the number of steps (in the sequel called “iterations”). The reason is
that with our aggressive stepsize policy, both the quantities — the total number of inner iterations and the total
number of steps — are proportional to each other with nearly independent of an experiment coefficient about 4.5.

3) All computations were carried out on IBM ThinkPad PC with Intel Pentium 1.86 GHz processor and 1 Gb
of RAM.
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1 -9, just about 11%, respectively, 8%, of the total number of attributes. It follows that
the MP-generated classifiers, at least with our data sets, allow for nice feature selection —
selecting relatively small number of features/attributes responsible for classification. This
selection, important by its own right, could be used to reduce computational expenses in
computing classifiers: after a classifier which uses a relatively small number of features
and possesses a reasonable classification error is built (which typically happens essentially
earlier than the computational process terminates), we could discard all attributes/features
not used by the classifier and to resolve the problem on the smaller, in terms of the number
of attributes, and thus easier to process computationally, training sample.

“Common wisdom” says that sparse classifiers usually are yielded by SVM models with
|| - |li-norm in the role of || - || in (5.1.1). At least with our data sets, this is not the case: it
is seen from Tables 5.3 — 5.4 that || - ||2 in the role of || - || leads to equally sparse classifiers.

When solving an optimization problem by an iterative method, approximate solutions
usually are not sparse, even when the optimal solution is so; typically, entries in ap-
proximate solutions corresponding to zero entries in the optimal one are pretty small,
but not exactly zero. To account for this phenomenon, in our experiments we subject
the classifiers produced by the algorithm to a kind of “purification”. Specifically, at
step t, in order to build the classifier associated with the best found so far solution
', we replace with zeros all “negligible” entries ¢! in ¢* — those satisfying the relation
¢t < 107 mjax %], while keeping the remaining entries intact. The data on sparsity

and classification errors we present here relate to the “purified” classifiers.

Performance on various SVM models

Recall that in our experiments we deal with four types of plain SVM models differing from each
other in the norms we use to quantify the magnitudes of a linear form on the attribute=feature
space and of a vector of slack variables. Specifically, we work with || - ||,-norm in the role of || - ||
in (5.1.1) and the norm || - || —»_ to measure the magnitude of a vector of slacks, allowing for the

following four combinations of the values of r, p:
e r =1, p= oo (this corresponds to the LP SVMs);

er=1p=2;
=2 p=00;
or=2,p=2

The performance characteristics of MP on every one of the four SVM models in question is
presented in Tables 5.3 — 5.4 and on Figures 5.3 — 5.4.

Comments to the data in Tables 5.3 — 5.4 and on Figures 5.3 — 5.4 are as follows.

1. As far as “purely optimization” performance characteristics of the MP algorithm are con-
cerned, at average all of them are more or less the same for all four SVM models, and it
is difficult to select the “clearly winning” model. Say, the SVM models with r = 1 seem
to result in better relative accuracy and in worse progress in optimality gap than mod-
els with r = 2, see Tables 5.3 — 5.4; note that from purely optimization viewpoint, both
characteristics seem to be equally important... Note, however, that the LP SVM models
(r =1, p = o0) require more time-consuming processing. For example, for these models,
average, over all experiments, iteration count and CPU time are 382 iterations and 122
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Subset of data | [t=25]¢t=50]¢t=100 [ t=200 [ t=400 [ t=2800 [ t=1000 ||

Itr_fin® Progress in optimality gap PrG(t)b>

340.8 0.377 ] 0.270 [ 0.193 [ 0.146 [ 0.108 | 0.077 | 0.071
CPUY Relative accuracy RelAccur(t)?

73.50 0.332 | 0.270 [ 0.186 [ 0.145 | 0.128 [ 0.094 [ 0.092

Data ## 1 — 179 (316 exper.) Ttr_bst® Classification error, training sample

1315 0.150 | 0.127 | 0.17 [ 0.112 | 0.108 | 0.106 | 0.106
CPU_bst?) Classification error, validation sample

21.1 0228 | 0211 | 0.199 | 0.194 | 0.192 | 0.191 | 0.191
Itr_N_bst? Density of classifier™

100.4 0.153 [ 0.130 | 0.120 [ 0.15 | 0.111 | 0.109 | 0.109
Itr_fin® Progress in optimality gap PrG(¢)®

264.2 0.353 | 0.222 | 0.150 [ 0.121 [ 0.099 | 0.074 [ 0.068
CPUY Relative accuracy RelAccur(t)?

129.35 0.417 [ 0326 [ 0.186 [ 0.128 [ 0.113 [ 0.098 [ 0.096

Data ## 1 — 99 (164 exper.) Ttr_bst® Classification error, training sample

105.2 0.112 [ 0.083 [ 0.073 [ 0.070 [ 0.067 [ 0.065 [ 0.065
CPU _bst’) Classification error, validation sample

35.6 0.203 | 0.188 | 0.180 | 0.180 | 0.179 | 0.178 | 0.178
Itr_N_bst? Density of classifier™

87.0 0.117 | 0.089 | 0.079 | 0.076 | 0.073 | 0.071 | 0.070

The data in the table are averages, across all experiments, of the performance characteristics as follows:
@):  number of steps of MP before termination, see item 3 in Section 5.2.3

Y: see (5.2.2)

9):  elapsed CPU time (sec), see item 5e in Section 5.2.3

D see (5.2.2)

e step of MP resulting in the best found in the experiment classification error on the validation sample
. CPU time (sec) required by the first Itr_bst® steps

9):  the first step of MP where the classification error on the validation sample is at most 1.1 times larger
than the best registered in the experiment

the ratio of nonzero entries in the classifier to the dimension of the attribute vectors

9:  see Table 5.1

h).

Table 5.2: Average performance characteristics of Mirror Prox algorithm
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Figure 5.1: Distribution of relative accuracy RelAccur(t), see (5.2.3). Along the X-axis: decimal

log of RelAccur(t); along the Y-axis: percentage of experiments in the bin.
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A. Data #4 1 — 17 B. Data ## 1 - 9

40 A

40 50 60

3: t = 1000 3: t=1000

Figure 5.2: Distribution of validation errors ErrVI1(¢) (in %%), see item 5c in Section 5.2.3.
Along the X-axis: values of error in percent. Along the Y-axis: percentage of experiments in
the bin.
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sec vs. 321 iterations and 31 sec for models with r = p = 2 (Table 5.3); the same averages
for large-scale data are 336 iterations and 219 sec for LP models vs. 208 iterations and 50
sec for models with r = p = 2 (Table 5.4).

When passing from average performance characteristics to their distributions, the “win-
ning” SVM model seem to be those with r = 2. For example, for both the models
r=2,p=o00and r = p = 2, the percentage of experiments where the problems were
solved to optimality is over 30% for all experiments and over 50% (!) for experiments with
large-scale data; the corresponding figures for SVM models with » = 1 are about 20% and

35%, respectively.

Note that when passing from p = 2 to p = oo, the theoretical efficiency bound of MP
“spoils” by factor v/¢, £ being the cardinality of the training sample, see Chapter 3, and
this phenomenon is independent of the value of . While the data in Tables 5.3 — 5.4
demonstrate that passing from r = 1, p = oo to r = 1, p = 2 indeed slows down the
optimization process (although by factor much less than predicted by theory), there is
seemingly no slowing down when passing from r =2,p=occ tor =2,p = 2.

The bottom line is: from four SVM models in question, those better suited to processing
via the MP algorithm are models with the Euclidean norm || - ||2 of (.

2. The conclusion we have just made is in full accordance with the data on classification errors,
as evaluated on validation samples, of the classifiers yielded by the four SVM models in
question. While the average, over all data, classification errors associated with the four
models in question are nearly the same (Table 5.3), and the average, over large-scale data,
classification errors coming from models with » = 2 are only marginally better than those
coming from models with » = 1, the data on distributions of these errors definitely are
in favour of the former models. Indeed, from Fig. 5.4 we conclude that the models with
r = 1 result in “good” (less than 10%) validation errors in 35% of all experiments and
45% of experiments with large-scale data; for models with r» = 2, these figures improve to
over 40% and over 50%.

All in all, the data in Tables 5.3 — 5.4 and on Figures 5.3 — 5.4 witness in favour of SVM models
with 7 = 2, and among these models — slightly in favour of those with p = 2.

Performance with various setups

Recall that in SVM models with || -||;-norm in the role of || - || in (5.1.1), we have two alternative
choices of the distance-generating function for the domain {¢ : ||C]|1 < p} of the (-component: the
entropy-like function (5.1.13) and the power-like function (5.1.12). A natural research question is
which one of these alternatives is more attractive. The corresponding data are given in Tables 5.5
— 5.6 and on Fig. 5.6. These data suggest that there are no essential difference in performance of
the two versions of MP in question; the power-like distance-generating function yields a slightly
more time-consuming and slightly more accurate, in the optimization perspective, algorithm. At
the same time, both versions of MP are the same as far as the quality of the resulting classifiers
is concerned (the latter could be predicted in advance — in both cases, the classifiers come from
approximate solutions to the same saddle point problem).
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[ SVM model || [t=25]¢t=50[¢t=100 [ t=200 [ ¢t =400 [ t =800 | t=1000 ||

Itr_fin® Progress in optimality gap PrG(t)b>
r=1,p=o00 382.7 0.394 | 0.261 0.185 0.142 0.110 0.081 0.076
r=1,p=2 311.0 0.447 0.323 0.217 0.159 0.123 0.086 0.080
r=2 p=o0 332.3 0.246 | 0.196 0.149 0.112 0.077 0.053 0.045
r=2,p=2 320.7 0.329 | 0.256 0.207 0.158 0.107 0.072 0.067
CPUY Relative accuracy RelAccur(t)?
r=1,p=o00 121.68 0.354 0.298 0.188 0.129 0.111 0.069 0.064
r=1p=2 62.05 0.314 0.263 0.170 0.132 0.115 0.103 0.102
r=2,p=o00 37.51 0.345 0.262 0.196 0.179 0.163 0.112 0.110
r=2p=2 30.58 0.309 0.231 0.201 0.171 0.158 0.112 0.112
Ttr_bst® Classification error, training sample
r=1,p=o00 159.4 0.167 0.137 0.126 0.121 0.117 0.114 0.114
r=1,p=2 111.6 0.163 0.134 0.121 0.116 0.112 0.111 0.111
r=2p=00 122.4 0.119 | 0.110 0.103 0.099 0.095 0.093 0.092
r=2,p=2 121.9 0.120 | 0.110 0.104 0.098 0.094 0.093 0.093
CPU _bst!) Classification error, validation sample
r=1,p=00 28.4 0.231 0.210 0.198 0.193 0.191 0.190 0.190
r=1p=2 21.0 0.239 0.221 0.205 0.200 0.199 0.198 0.198
r=2,p=00 14.1 0.216 | 0.207 0.199 0.193 0.191 0.189 0.189
r=2p=2 12.9 0.210 0.200 0.190 0.186 0.183 0.183 0.183
Itr_N_bst? Density of classifier™
r=1,p=o00 114.9 0.166 0.136 0.125 0.120 0.116 0.114 0.114
r=1,p=2 89.9 0.162 0.134 0.120 0.116 0.112 0.111 0.111
r=2,p=00 104.2 0.135 0.126 0.120 0.116 0.112 0.110 0.109
r=2,p=2 87.4 0.137 0.127 0.121 0.115 0.111 0.111 0.110

For footnotes, see Table 5.2.

Table 5.3: Average performance of MP for various SVM models, all data.
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[ SVM model || [t=25]¢t=50[¢t=100 [ t=200 [ ¢t =400 [ t =800 | t=1000 ||

Itr_fin® Progress in optimality gap PrG(t)b>
r=1,p=o00 335.5 0.411 | 0.238 0.166 0.136 0.116 0.086 0.080
r=1,p=2 246.0 0.442 0.281 0.163 0.126 0.109 0.082 0.075
r=2 p=o0 204.4 0.170 | 0.125 0.105 0.086 0.063 0.045 0.040
r=2,p=2 207.8 0.231 | 0.163 0.137 0.113 0.077 0.062 0.058
CPUY Relative accuracy RelAccur(t)?
r=1,p=o00 219.36 0.468 0.402 0.218 0.135 0.122 0.088 0.084
r=1,p=2 109.66 0.413 | 0.337 0.173 0.110 0.085 0.082 0.080
r=2,p=o00 55.17 0.380 0.242 0.150 0.142 0.133 0.124 0.122
r=2p=2 49.97 0.353 0.223 0.180 0.136 0.130 0.126 0.125
Ttr_bst® Classification error, training sample
r=1,p=o00 130.0 0.139 | 0.098 0.086 0.084 0.080 0.077 0.077
r=1,p=2 92.1 0.129 0.092 0.077 0.074 0.071 0.070 0.070
r=2,p=00 84.4 0.064 | 0.059 0.055 0.053 0.049 0.048 0.047
r=2,p=2 99.7 0.064 | 0.058 0.055 0.052 0.048 0.047 0.046
CPU _bst”) Classification error, validation sample
r=1,p=00 48.1 0.209 0.184 0.175 0.174 0.173 0.172 0.172
r=1,p=2 36.4 0.219 | 0.200 0.188 0.188 0.187 0.186 0.186
r=2,p=00 21.3 0.176 | 0.173 0.172 0.171 0.170 0.170 0.169
r=2p=2 21.3 0.176 0.173 0.172 0.171 0.170 0.170 0.169
Itr_N_bst? Density of classifier™
r=1,p=o00 103.0 0.138 | 0.097 0.086 0.083 0.080 0.077 0.077
r=1,p=2 81.5 0.128 0.092 0.077 0.074 0.071 0.070 0.070
r=2,p=00 73.5 0.098 | 0.093 0.089 0.087 0.083 0.082 0.081
r=2,p=2 77.3 0.098 | 0.093 0.090 0.087 0.083 0.082 0.081

For footnotes, see Table 5.2.

Table 5.4: Average performance of MP on various SVM models, large-scale data ## 1 — 9.
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Figure 5.3: Distribution of relative accuracy RelAccur(t), see (5.2.3), for various SVM models.
Along the X-axis: decimal log of RelAccur(¢); along the Y-axis: percentage of experiments in
the bin.
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Figure 5.4: Distribution of validation errors ErrVI1(¢) (in %%), see item 5c in Section 5.2.3, for
various SVM models. Along the X-axis: values of error in percent. Along the Y-axis: percentage
of experiments in the bin.
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[ SetUp | [t=25]¢t=50]¢=100 [ t=200 | ¢t =400 [ ¢t =800 | t=1000 ||

I All data |
Itr_fin® Progress in optimality gap PrG(¢)”
entropy-like 335.4 0.366 0.262 0.196 0.154 0.121 0.089 0.084
power-like 359.6 0.473 | 0.319 0.206 0.148 0.112 0.078 0.072
CPUY Relative accuracy RelAccur(t)?
entropy-like 73.47 0.322 0.249 0.166 0.131 0.120 0.104 0.100
power-like 111.13 0.348 | 0.311 0.193 0.129 0.106 0.068 0.066
Ttr_bst® Classification error, training sample
entropy-like 132.9 0.140 0.127 0.120 0.115 0.113 0.111 0.111
power-like 139.1 0.189 0.144 0.126 0.122 0.117 0.114 0.114
CPU_bst”) Classification error, validation sample
entropy-like 21.9 0.222 | 0.210 0.200 0.195 0.194 0.193 0.193
power-like 27.5 0.248 0.220 0.202 0.198 0.196 0.195 0.194
Itr_N_bst? Density of classifier™
entropy-like 88.8 0.148 0.135 0.129 0.124 0.121 0.120 0.119
power-like 116.1 0.188 0.143 0.125 0.121 0.116 0.114 0.114
H Large-scale data ## 1 -9 H
Itr_fin® Progress in optimality gap PrG(t)”
entropy-like 253.1 0.344 0.203 0.143 0.122 0.103 0.076 0.072
power-like 328.8 0.505 | 0.312 0.185 0.140 0.121 0.091 0.083
CPUY Relative accuracy RelAccur(t)?
entropy-like 130.77 0.423 | 0.306 0.162 0.118 0.109 0.102 0.099
power-like 199.36 0.458 | 0.431 0.228 0.127 0.099 0.069 0.066
Ttr_bst® Classification error, training sample
entropy-like 95.4 0.095 0.084 0.078 0.076 0.073 0.071 0.071
power-like 126.8 0.171 | 0.106 0.086 0.082 0.079 0.076 0.076
CPU _bst? Classification error, validation sample
entropy-like 36.9 0.191 0.184 0.181 0.180 0.180 0.179 0.179
power-like 47.6 0.235 | 0.200 0.182 0.181 0.180 0.179 0.179
Itr_N_bst? Density of classifier™
entropy-like 79.1 0.112 | 0.100 0.094 0.092 0.089 0.088 0.088
power-like 105.3 0.169 0.105 0.086 0.082 0.078 0.076 0.075

For footnotes, see Table 5.2.

Table 5.5: Average performance characteristics of MP with different setups on SVM models
with r = 1.
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Figure 5.5: Distribution of relative accuracy RelAccur(t), see (5.2.3), for various MP setups
on SVM models with » = 1. Along the X-axis: decimal log of RelAccur(t); along the Y-axis:

percentage of experiments in the bin.
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Figure 5.6: Distribution of validation errors ErrVI1(t) (in %%), see item 5c in Section 5.2.3, for
various MP setups on SVM models with » = 1. Along the X-axis: values of error in percent.
Along the Y-axis: percentage of experiments in the bin.
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5.3.2 Results for selected experiments

Tables 5.6 — 5.7 represent the best, in terms of the resulting validation error, results obtained on
various data sets. Specifically, from all experiments with a particular data set from Table 5.1,
we select the one which results in the best validation error, and present detailed information on
this experiment. For description of the quantities displayed in the Tables, see footnotes to Table
5.6.

The data in Tables 5.6 — 5.7 are in full accordance with the observations we have made so
far (the best classifier built in a computational process is built well before the termination of
the process, the SVM model with » = p = 2 appears to outperform other models, etc.). An
important new information presented in Tables 5.6 — 5.7 is the one on comparison of the MP
algorithm with the state-of-the-art Interior Point commercial solver mosekopt (data in brackets
[...] in Tables 5.6 — 5.7). The results of this comparison can be summarized as follows.

1. As it could be expected, on successful termination, mosekopt produces much more accurate
solutions to the optimization problems in question than the MP algorithm (the mosekopt
optimal values, listed in the lower parts of “LwB_fin®”-rows in Tables 5.6 — 5.7, are accurate
within all digits presented in the tables). However:

e More accurate IP solutions typically result in worse classifiers than less accurate
MP solutions. Indeed, there is a single data set (data # 16) where the IP classifier is
better than the MP one, and in this case the progress in quality is just marginal (24%
validation error for the IP classifier vs. 25% error for the MP one). In contrast, there
are many cases where the MP classifier is much better than the IP one (validation
errors 20.0% vs. 27.5% for data #1, 7.5% vs. 17.5% for data # 3, 38.4% vs. 47.4%
for data # 5, 9.1% vs. 18.1% for data # 9, 7.2% vs. 14.1% for data # 11...).

2. As it could be expected, on low- and medium-scale data ## 10 — 17 running times of
the TP solver are negligible and significantly less than those of the MP algorithm; this
fact, however, is of minor importance, since all the times in question are pretty small (the
maximal running time of the MP algorithm here is just about 62'). In contrast to this, on
large-scale data, IP is much more time-consuming than MP. Indeed,

e The maximal time of building the best MP-classifier on the data ## 1 — 9 is 238.5;
the corresponding quantity for IP solver is as large as 2963’, which is 5.3 times the
total CPU time spent by MP to build the best classifiers on all our 9 large-scale data
sets (!).

e In large-scale experiments MP was essentially more reliable than IP; the latter just
failed to process data # 6 (MATLAB “Out of Memory” abnormal termination) and
has severe difficulties with data ## 5, 9 (“Unknown” status of solution as reported
by mosekopt®)).

e Last, but not least, note that straightforward comparison of CPU times is by itself
biased in favour of the IP solver. Indeed, the latter is an optimized .mex-executable,
while MP is implemented via plain MATLAB scripts. Although the dominating, in

4)Such an abnormal termination means that mosekopt is unable to meet its built-in criteria for reaching
optimality. As a result, the solution found by the solver may be pretty far from optimality, as is the case with
data # 9: here the optimal value as reported by the IP solver is 11.666, while the true optimal value, successfully
found by MP, is 0.000
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the large-scale case, computations in MP (that is, the matrix-vector multiplications)
use highly optimized built-in MATLAB functions, about 30% of computations (e.g.,
computing the prox-mappings) could be highly accelerated with a C-implementation.

Early termination. We just have made two claims:

1. The classifiers built by the MP algorithm are essentially better than the classifiers yielded
by the Interior Point algorithm;

II. The MP-based classifiers are significantly cheaper computationally than the IP-based
ones.

While the first of these claims is fully supported by the data in Tables 5.6 — 5.7, the second claim,
strictly speaking, does not follow directly from these data. Indeed, recall that in course of running
the MP, once per every 25 iterations and upon termination we build the classifier associated with
the best found so far solution to the optimization problem and compute the validation error of
this classifier. Note that from the purely optimization perspective, the quality of the best found
so far solution can only improve with time; in contrast to this, the associated validation error
may oscillate with time, so that a “late” classifier can be worse than an “early” one. Clearly,
a current classifier can be easily compared, in terms of its quality, with already built ones, but
not with the classifiers to be built in the future. It follows that the best classifier, independently
of how early it is actually built, can be identified only in retrospective, upon termination of
the solution process. For example, Table 5.6 says that on data # 3, the best classifier was
built after 50 iterations, which took just 109.3 sec; however, this fact can be established only
in retrospective, after the entire computation, which took as many as 1000 iterations (total
CPU time 2767 sec). The question is, whether we can somehow reduce the “wasted” running
time — the one which does not improve classifier’s quality. The simplest policy here could be
to terminate the computations at the first step (among those where the classifiers are built and
tested) where the current classifier turns out to be worse in terms of quality than its predecessor.
Table 5.8 illustrates the performance of this policy. In this table,

e column Al contains the best validation errors achieved with MP in the experiments listed
in Tables 5.6 — 5.7; columns B1 and C1 display the corresponding iteration count and CPU time,
respectively;

e column A2 presents the validation error obtained with the just outlined rule for early
termination, column B2 — the iteration count corresponding to the classifier underlying this
error, and column B3 — the number of iterations until “early termination”. Columns C2 and C3
display the CPU times corresponding to B2 and B3;

e column A3 displays the validation error of the IP-classifier, and column C4 — the running
time of the IP algorithm modsekopt.

We see that among the large-scale data sets there is a single one (# 7) where our simple
policy for early termination of MP results in a “meaningful” loss in the classification error (6.9%
vs. 3.1%). At the same time, this policy reduces the total CPU time of MP on the large-scale
data ## 1 — 9 from 3515 sec to 455 sec (by factor 7.8) and makes the total running time of MP
on the large-scale data just 15% of the running time of mosekopt on a single large-scale data
set # 4.

Performance of early termination on medium- and small-scale data sets is equally attractive,
but this is of no interest: the running times of the original version of MP on these data sets are
pretty small, and there are no reasons exchange quality for speed.
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Data ##
1 2 3 4 5 6 7 8 9
#Attrib” 10000 | 20000 | 100000 5000 500 5000 1558 4026 2000
#Train_ex"” 60 200 600 4000 1500 15000 2500 60 40
#Valid_ex" 40 100 200 2000 500 2000 780 36 22
Err_V1_bst® 0.200 0.080 0.075 0.023 0.384 0.079 0.031 0.056 0.091
[0.275] | [0.090] | [0.175] [0.026] [0.474] | [Failure] | [0.031] | [0.083] | [0.181]
Nnz_V1_bst” 0.987 0.304 0.001 0.160 1.000 0.085 0.990 1.000 0.011
[0.988] | [0.305] | [0.001] [0.980] [1.000] [Failure] | [0.633] | [1.000] [0.758]
Itr_V1_bst® 41 11 50 200 100 28 900 10 25
ItrIn_V1_bst® 192 44 236 962 456 116 4672 42 120
CPU_Vl_bst® 5.000 0.590 109.310 238.460 28.270 48.890 121.200 | 0.730 2.140
[4.800] | [1.000] | [26.200] | [2963.000] | [311.300] | [Failure] | [6.000] | [1.900] [2.900]
Err_Tr_bst” 0.000 0.000 0.010 0.000 0.252 0.074 0.024 0.000 0.075
[0.000] | [0.000] | [0.010] [0.000] [0.219] [Failure] | [0.006] | [0.000] [0.075]
Nnz_Tr_bst? 0.987 0.304 0.001 0.150 0.998 0.085 0.990 1.000 0.008
Itr_tr_bst™ 25 11 200 150 975 28 900 10 75
TtrIn_Tr_bst? 122 44 944 718 4450 116 4672 42 374
CPU_Tr_bst” 3.060 0.590 | 558.890 174.720 276.060 48.890 121.200 | 0.730 6.520
[4.800] | [1.000] | [26.200] | [2963.000] | [311.300] | [Failure] | [6.000] | [1.900] [2.900]
Itr_tot® 41 11 1000 233 1000 28 1000 10 124
ItrIn_tot” 192 44 4720 1104 4554 116 5180 42 374
CPU_tot™ 5.00 0.59 2767.48 276.20 276.06 48.89 131.28 0.73 8.61
[4.800] | [1.000] | [26.200] | [2963.000] | [311.300] | [Failure] | [6.000] | [1.900] [2.900]
Obj_fin™ 0.000 0.000 28.359 0.000 31.997 113.511 15.849 | 0.000 11.666
LwB_fin” 0.000 0.000 27.739 0.000 0.000 112.728 0.000 0.000 11.539
[0.000] | [0.000] | [28.207] [0.000] [730.2267] | [Failure] | [7.237] | [0.000] | [?11.6667]
RelAccur_fin” 0.000 0.000 0.022 0.000 1.000 0.007 1.000 0.000 0.011
PrgG_fin? 0.000 0.000 0.005 0.000 0.826 0.006 0.480 0.000 0.006
pr) 10.0 10.0 10.0 0.1 10.0 10.0 10.0 10.0 1.0
) 2.0 (p) | 2.0 (p) | 1.0 (p) 1.0 (p) 2.0 (p) 1.0 (e) 2.0 (p) | 2.0 (p) 1.0 (p)
) 2.0 2.0 o0 2.0 2.0 2.0 2.0 2.0 oo
@): best validation error achieved ™) total CPU time (sec)
Y.  sparsity of classifier in ¢ ™. best value of F(-) achieved, see (5.1.1)
®): iteration resulting in @ °):  best lower bound on HICIﬁig F(¢)
<p
4. 4 of inner iterations resulting in ¢ P):  final relative accuracy, see (5.2.3)
©:  CPU time (sec) resulting in ) 9. final progress in optimality gap, see (5.2.2)
;' best training error achieved M. p,see (5.1.1)
9. sparsity of classifier in ¥ il = |[¢]l- in (5.1.1); e/p stands for entropy/power-type
M. iteration resulting in H distance-generating function
9. # of inner iterations resulting in /) 9. pin (5.1.1)
7). CPU time (sec) resulting in ¥ W # of attributes
k). total # of iterations v):  cardinality of training sample
Y. total # of inner iterations @):  cardinality of validation sample
Numbers in brackets [...] — results for Interior Point method mosekopt.

Table 5.6: Best experiments, data ## 1 — 9.
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Data ##

10 11 12 13 14 15 16 17
#Attrib® 6 13 34 22 166 8 60 30
#Train,exv> 245 200 251 6000 300 600 108 400
#Valid_ex™ 100 97 100 2124 176 168 100 169
Err_V1_bst® 0.310 0.072 0.100 0.165 0.188 0.220 0.250 0.024
[0.340] [0.144] | [0.100] [0.169] [0.290] [0.238] [0.240] [0.030]
Nnz_V1_bst” 1.000 1.000 0.971 1.000 1.000 1.000 1.000 1.000
[1.00] [1.000] | [0.971] [0.273] [1.000] [1.000] [1.000] [0.300]
Itr_V1_bst® 50 200 100 125 100 950 25 200
ItrIn_V1_bst? 232 938 484 596 504 4568 112 934
CPU_VLbst? 0.830 3.160 1.560 46.310 3.110 37.460 0.220 6.260
[0.100] [0.100] | [0.300] [0.200] [0.500] [0.100] [0.100] [0.100]
Err_Tr_bst” 0.237 0.140 0.028 0.166 0.000 0.210 0.028 0.040
[0.249] [0.155] | [0.032] [0.167] [0.000] [0.205] [0.037] [0.038]
Nnz_Tr_bst? 1.000 1.000 0.971 1.000 1.000 1.000 1.000 1.000
Ttr_tr_bst™ 125 300 100 125 275 200 50 600
TtrIn_Tr_bst” 596 1410 484 596 1362 948 230 2794
CPU_Tr_bst” 2.120 4.830 1.560 46.310 8.700 7.530 0.580 18.790
[0.100] [0.100] | [0.300] [0.200] [0.500] [0.100] [0.100] [0.100]
Itr_tot® 253 1000 127 170 550 1000 70 1000
TtrIn_tot” 1192 4714 610 802 2698 4798 324 4638
CPU_tot™ 4.25 15.64 1.97 62.19 17.31 38.46 0.86 30.57
[0.100] [0.100] | [0.300] [0.200] [0.500] [0.100] [0.100] [0.100]
Obj,ﬁnm 165.070 9.702 5.771 2721.534 0.000 308.801 4.441 46.556
LwB_fin” 163.435 7.566 5.714 2700.887 0.000 299.939 4.397 37.679
[164.961] | [9.691] | [5.758] | [2706.000] | [0.000] | [307.552] | [4.421] | [41.4089]
RelAccur_fin” 0.010 0.220 0.010 0.008 0.000 0.029 0.010 0.191
PrgG,ﬁnq) 0.008 0.151 0.004 0.004 0.000 0.021 0.004 0.029
PR 1.0 10.0 10.0 10.0 10.0 1.0 10.0 2.0
r®) 1.0 (p) 1.0 (e) | 2.0 (p) 1.0 (e) 2.0 (p) 1.0 (e) 2.0 (p) 1.0 (e)
pt) 00 2.0 2.0 00 00 00 2.0 00
For footnotes, see Table 5.6.
Numbers in brackets [...] — results for Interior Point method mosekopt.

Table 5.7: Best experiments, data ## 10 — 17.
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Al:
A2:
A3:
B1:
B2:
B3:

[Data# [ A1 | A2 [ A3 [ Bl [B2[B3] CIL | C2 | C3 | C4 |
1 0.200 | 0.200 0.275 41 41 41 5.00 5.00 5.00 4.800
2 0.080 | 0.080 0.090 11 11 11 0.59 0.59 0.59 1.000
3 0.075 | 0.075 0.175 50 50 75 109.31 | 109.31 | 197.02 26.200
4 0.023 | 0.026 0.026 200 | 125 | 150 || 238.46 | 140.49 | 174.72 | 2963.000
5 0.384 | 0.396 0.474 100 | 25 50 28.27 6.78 13.67 311.300
6 0.079 | 0.079 | Failure 28 28 28 48.89 48.89 48.89 Failure
7 0.031 | 0.069 0.031 900 | 50 75 121.20 6.60 9.99 6.000
8 0.056 | 0.056 0.083 10 10 10 0.73 0.73 0.73 1.900
9 0.091 | 0.091 0.181 25 25 50 2.14 2.14 4.31 2.900
10 0.310 | 0.310 0.340 50 50 75 0.83 0.83 1.27 0.100
11 0.072 | 0.134 0.144 200 | 75 | 100 3.16 1.08 1.49 0.100
12 0.100 | 0.120 0.100 100 | 25 50 1.56 0.38 0.75 0.300
13 0.165 | 0.165 0.169 125 | 150 | 170 || 46.31 55.37 62.19 0.500
14 0.188 | 0.188 0.290 100 | 100 | 125 3.11 3.11 3.88 0.200
15 0.220 | 0.238 0.238 950 | 200 | 225 37.46 7.53 8.48 0.100
16 0.250 | 0.250 0.240 25 25 50 0.22 0.22 0.58 0.100
17 0.024 | 0.053 0.030 200 | 125 | 150 6.26 3.81 4.67 0.100
best validation error achieved with MP Cl: CPU time for B1, sec
best validation error achieved with early termination of MP C2: CPU time for B2, sec
best validation error achieved with IP method C3: CPU time for B3, sec
iteration count for Al C4: CPU time for mosekopt, sec

iteration count for A2
iteration count before early termination

Table 5.8: Performance of Mirror-Prox algorithm with early termination.
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5.4 Experiments: conclusions

The outlined experimental data suggest the following qualitative conclusion:

The Mirror Prox algorithm seems to be a highly attractive computational tool for processing
large-scale SVM models; it allows to get reasonably good classifiers at an essentially lower
computational cost than the Interior Point polynomial time methods. As an additional bonus,
the quality of MP-originating classifiers in our experiments is never worse, and in many cases
— essentially better than the quality of classifiers associated with the precise Interior Point
solutions to the corresponding optimization models.

The first of these two conclusions is in full accordance with the theoretical considerations
which led us to the idea to use “computationally cheap” first-order methods to process large-
scale SVM models. The second, somehow less expected, conclusion reflects the phenomenon
which is observed in other applications with noisy data (e.g., reconstruction of medical images
from noisy data). In these applications, solving the optimization problem is a tool rather than
a goal, and high accuracy in optimization terms does not automatically mean high quality
in a particular application, and more often than not, it happens that as the optimization
process goes on, this quality first improves and then starts to deteriorate. What happens can
be informally explained as follows. At the initial phase of optimization problem, improving
the objective means adjusting the solution to “essential structure” of the data, and this is
exactly what we want. However, at certain “turning” point in time, due to the noisy nature
of the data, further progress in the objective is achieved mainly by adjusting the solution to
the noise component of the data, which is exactly opposite to what we want. In many cases
it happens that small improvements in the objective after the turning point is passed require
significant (and in fact counter-productive) changes in the solution. In situations like this,
high accuracy is not only expensive — it is counter-productive; and there are good chances
to believe that this is what happens with large-scale SVM models.

Finally, it should be stressed that the encouraging conclusions we have outlined, while fully
supported by our experiments, definitely should not be considered as final — we have worked
with a particular family of SVM data, restricted ourselves with plain SVM models, etc. We,
however, believe that our results justify further research on the potential of advanced techniques
for large-scale convex optimization in the SVM context.
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