REGULARIZED HPE-TYPE METHODS FOR SOLVING MONOTONE INCLUSIONS WITH IMPROVED POINTWISE ITERATION-COMPLEXITY BOUNDS
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Abstract. This paper studies the iteration complexity of new regularized hybrid proximal extragradient (HPE)-type methods for solving monotone inclusion problems (MIPs). The new (regularized HPE-type) methods essentially consist of instances of the standard HPE method applied to regularizations of the original MIP. It is shown that the pointwise iteration complexity of the proposed methods considerably improves upon that of the HPE method while approaching (up to a logarithmic factor) the ergodic iteration complexity of the latter method.
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1. Introduction. We consider the monotone inclusion problem (MIP) of finding $x$ such that

$$0 \in B(x),$$

where $B$ is a point-to-set maximal monotone operator. Special cases of problem (1) include convex optimization, saddle-point, equilibrium, and variational inequality problems (see, e.g., [13, 14]), which arise in the context of many applications (see, e.g., [3, Chapter 1]). One of the most important schemes for solving MIPs is the proximal point method (PPM), proposed by Martinet [5] and further developed by Rockafellar [14]. It is an iterative scheme which, in its exact version, generates a sequence $\{x_k\}$ according to $x_k = (I + \lambda_k B)^{-1} x_{k-1}$ (where $\lambda_k > 0$) or, equivalently, $x_k$ as the unique solution of the MIP: $0 \in \lambda_k B(x) + x - x_{k-1}$. Among other results, Rockafellar [14] proposed inexact versions of the PPM based on a summable absolute error criterion, and subsequently Solodov and Svaiter [16, 17] proposed new inexact variants based on a hybrid proximal extragradient (HPE) relative error criterion. At each step, the variants proposed and studied in [16], namely, the HPE method, computes $\lambda = \lambda_k > 0$ and a triple $(y, b, \varepsilon) = (y_k, b_k, \varepsilon_k)$ satisfying

$$b \in B^\varepsilon(y), \quad \|\lambda b + y - x\|^2 + 2\lambda \varepsilon \leq \sigma^2 \|y - x\|^2,$$
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where $x = x_{k-1}$ is the current iterate, $\sigma \in [0, 1)$ is a relative error tolerance, and $B[\varepsilon]$ denotes the $\varepsilon$-enlargement [2] of $B$. However, instead of choosing $y$ as the next iterate, the HPE method computes $x_+ = x_k$ by means of an extragradient step $x_+ = x - \lambda b$.

The iteration complexity of the HPE method was established in [7] with regards to the following termination criterion in terms of precisions $\bar{\rho} > 0$ and $\bar{\varepsilon} > 0$: find a triple $(y, b, \varepsilon)$ such that

$$b \in B[\varepsilon](y), \quad \|b\| \leq \bar{\rho}, \quad \varepsilon \leq \bar{\varepsilon}. \quad (3)$$

Assuming that the sequence of stepsizes $\lambda_k$ in the HPE method is bounded below by some constant $\Delta > 0$, the pointwise iteration complexity result of [7] guarantees that the most recent triple $(y, b, \varepsilon)$ satisfying (2) will eventually satisfy the termination criterion given in (3) in at most $O \left( \max \{ d_0^2/\Delta^2 \bar{\rho}^2, d_0^2/\Delta \bar{\varepsilon} \} \right)$ iterations, where $d_0$ denotes the distance of the initial iterate $x_0$ to the solution set of (1). Moreover, under the same condition on the sequence of stepsizes $\lambda_k$, an ergodic iteration complexity result of [7] shows that an ergodic triple constructed from all previous generated triples satisfying (2) will eventually satisfy (3) in at most $O \left( \max \{ d_0/\Delta \bar{\rho}, d_0^2/\Delta \bar{\varepsilon} \} \right)$ iterations. Clearly, the ergodic iteration complexity is better than the pointwise one by a factor of $O \left( \max \{1, d_0/\Delta \bar{\rho} \} \right)$.

Our main goal in this paper is to present regularized HPE-type methods for solving (1), which essentially consists of instances of the HPE method applied to the regularized MIP

$$0 \in B(x) + \mu(x - x_0), \quad (4)$$

where $\mu > 0$ and $x_0$ is an initial point. In particular, it is shown that a certain version of the regularized HPE method which dynamically adjusts $\mu > 0$ solves (1) in at most

$$O \left( \left( \frac{d_0}{\Delta \bar{\rho}} + 1 \right) \left[ 1 + \max \left\{ \log^+ \left( \frac{d_0}{\Delta \bar{\rho}} \right), \log^+ \left( \frac{d_0}{\Delta \bar{\varepsilon}} \right) \right\} \right] \right) \quad (5)$$

iterations, where $\log^+(t) = \max\{\log(t), 0\}$ for every $t > 0$. This pointwise iteration complexity bound considerably improves that for the original HPE method. Also, note that it differs from the ergodic one for the original HPE method by only a logarithmic factor. Finally, we discuss specific instances of the regularized HPE method which are based on Tseng’s modified forward-backward splitting (MFBS) method [19] and Korpelevich’s extragradient method [4].

**Previous most related works.** In the context of variational inequalities (VIs), Nemirovski [11] has established the ergodic iteration complexity of an extension of Korpelevich’s method, namely, the mirror-prox algorithm, under the assumption that the feasible set of the problem is bounded. Nesterov [12] proposed a new dual extrapolation algorithm for solving VIs whose termination depends on the guess of a ball centered at the initial iterate. Applications of the HPE method to the iteration complexity analysis of several zeroth-order (or, in the context of optimization, first-order) methods for solving monotone VIs, MIPs, and saddle-point problems were discussed by Monteiro and Svaiter in [7] and in the subsequent papers [8, 10]. The HPE method was also used to study the iteration complexities of first-order (or, in the context of optimization, second-order) methods for solving either a monotone nonlinear equation (see section 7 of [7]) and, more generally, a monotone VI (see [9]).
Organization of the paper. Section 2 contains two subsections. Subsection 2.1 presents the notation as well as some basic concepts about convexity and maximal monotone operators. Subsection 2.2 is devoted to the study of a specialization of the HPE method for solving inclusions whose underlying operator is written as a sum of a (maximal) monotone and a strongly monotone operator. Section 3 presents the main contributions of the paper, namely, the presentation of two new regularized HPE methods (a static one and a dynamic one) as well as its complexity analysis. Section 4 discusses two specific instances of the dynamic regularized HPE method of section 3 based on Tseng’s MFBS method and Korpelevich’s extragradient method. Finally, the appendix presents the proofs of some results in subsection 2.2.

2. Preliminaries. This section discusses some preliminary results which will be used throughout the paper. Subsection 2.1 presents the general notation and some basic concepts about convexity, maximal monotone operators, and related issues. Subsection 2.2 describes a special version of the HPE method introduced in [16] for solving monotone inclusions whose underlying operators consist of the sum of a (maximal) monotone and a strongly (maximal) monotone operator. Our motivation for considering this class of inclusions is due to (4).

2.1. Basic concepts and notation. Let $X$ be a finite-dimensional real vector space with inner product $\langle \cdot, \cdot \rangle$ and induced norm $\| \cdot \| := \sqrt{\langle \cdot, \cdot \rangle}$. Given a set-valued operator $A : X \rightrightarrows X$, its graph and domain are, respectively, $\text{Gr}(A) := \{(x, v) \in X \times X : v \in A(x)\}$ and $\text{Dom}(A) := \{x \in X : A(x) \neq \emptyset\}$. The inverse of $A : X \rightrightarrows X$ is $A^{-1} : X \rightrightarrows X$, $A^{-1}(v) := \{x : v \in A(x)\}$. The sum of two set-valued operators $A, B : X \rightrightarrows X$ is defined by $A + B : X \rightrightarrows X$, $(A + B)(x) := \{a + b \in X : a \in A(x), b \in B(x)\}$.

An operator $A : X \rightrightarrows X$ is $\mu$-strongly monotone if $\mu \geq 0$ and

$$\langle v - v', x - x' \rangle \geq \mu \|x - x'\|^2 \quad \forall (x, v), (x', v') \in \text{Gr}(A).$$

If $\mu = 0$ in the above inequality, then $A$ is said to be a monotone operator. Moreover, $A : X \rightrightarrows X$ is maximal monotone if it is monotone and maximal in the following sense: if $B : X \rightrightarrows X$ is monotone and $\text{Gr}(A) \subseteq \text{Gr}(B)$, then $A = B$. The resolvent of a maximal monotone operator $A : X \rightrightarrows X$ with parameter $\lambda > 0$ is $(I + \lambda A)^{-1}$. It follows directly from this definition that $y = (I + \lambda A)^{-1}x$ if and only if $(x - y)/\lambda \in A(y)$. It is easy to see that if $A : X \rightrightarrows X$ is $\mu$-strongly monotone and $B : X \rightrightarrows X$ is monotone, then the sum $A + B$ is also $\mu$-strongly monotone. In particular, the sum of two monotone operators is also a monotone operator.

For $\varepsilon \geq 0$, the $\varepsilon$-enlargement [2] of a maximal monotone operator $B : X \rightrightarrows X$ is defined by $B^{[\varepsilon]} : X \rightrightarrows X$,

$$B^{[\varepsilon]}(x) := \{v \in X : \langle v - v', x - x' \rangle \geq -\varepsilon \forall (x', v') \in \text{Gr}(B)\}.$$ 

The following summarizes some useful properties of $B^{[\varepsilon]}$.

Proposition 2.1. Let $A, B : X \rightrightarrows X$ be maximal monotone operators. Then

(a) if $\varepsilon_1 \leq \varepsilon_2$, then $A^{[\varepsilon_1]}(x) \subseteq A^{[\varepsilon_2]}(x)$ for every $x \in X$;

(b) $A^{[\varepsilon]}(x) + (B)^{[\varepsilon]}(x) \subseteq (A + B)^{[\varepsilon]}(x)$ for every $x \in X$ and $\varepsilon, \varepsilon' \geq 0$;

(c) $A$ is monotone if and only if $A \subseteq A^{[0]}$;

(d) $A$ is maximal monotone if and only if $A = A^{[0]}$.

Recall that for $\varepsilon \geq 0$, the $\varepsilon$-subdifferential of a proper closed convex function $f : X \to \mathbb{R}$ is defined at $x \in X$ by $\partial_{\varepsilon}f(x) := \{v \in X : f(x') \geq f(x) + \langle v, x' - x \rangle - \varepsilon \forall x' \in X\}$.
X}. When \( \varepsilon = 0 \), then \( \partial_0 f(x) \) is denoted by \( \partial f(x) \) and is called the subdifferential of \( f \) at \( x \). The simplest example of subdifferential is given by considering indicator functions of closed convex sets. Given a closed convex set \( X \subset X \), its indicator function is denoted by \( \delta_X \) and is defined by \( \delta_X(x) := 0 \) if \( x \in X \) and \( \delta_X(x) := \infty \) otherwise. The normal cone of \( X \) is defined by \( N_X := \partial \delta_X \). We also define the projection on \( X \) by \( P_X := (I + N_X)^{-1} \).

2.2. Solving inclusions with strongly monotone operators. In this sub-section, we consider the MIP

\[
0 \in (A + B)(x),
\]

where the following assumptions hold:

(A.1) \( A : X \rightrightarrows X \) is a \( \mu \)-strongly maximal monotone operator for some \( \mu > 0 \) (see (6));

(A.2) \( B : X \rightrightarrows X \) is maximal monotone;

(A.3) the solution set of (8), i.e., \( (A + B)^{-1}(0) \), is nonempty.

We now make a few remarks. First, (4) is a special case of (8) in which \( A \) is the \( \mu \)-strongly monotone point-to-point operator \( A(\cdot) = \mu (\cdot - x_0) \). Second, A.1, A.2, and A.3 imply that \( (A + B)^{-1}(0) \) is a singleton. Third, A.1 and A.2 imply that \( A + B \) is \( \mu \)-strongly monotone. If, in addition, \( A + B \) is maximal monotone, then A.3 holds in view of Proposition 12.54 of [15].

We next state a specialized HPE method for solving (8) under the assumptions stated above. It will be used later on in section 3 to describe regularized HPE methods for general MIPs whose pointwise iteration complexities improve those for the original HPE method (see [7]).

**Algorithm 1:** A specialized HPE method for solving strongly monotone inclusions.

0. Let \( x_0 \in X \) and \( \sigma \in [0, 1) \) be given and set \( k = 1 \);

1. choose \( \lambda_k > 0 \) and find \( y_k, v_k \in X \), \( \sigma_k \in [0, \sigma] \), and \( \varepsilon_k \geq 0 \) such that

\[
\v_k \in A(y_k) + B^{[\v_k]}(y_k), \quad \|\lambda_k v_k + y_k - x_{k-1}\|^2 + 2\lambda_k \v_k \leq \sigma_k^2 \|y_k - x_{k-1}\|^2;
\]

2. set

\[
x_k = x_{k-1} - \lambda_k v_k,
\]

let \( k \leftarrow k + 1 \), and go to step 1.

We now make some remarks about Algorithm 1. First, it can be easily checked that if \( \sigma = 0 \), then \( \sigma_k = 0 \), \( \v_k = 0 \), and \( x_k = y_k \) for every \( k \geq 1 \) and Algorithm 1 reduces to the exact proximal point method (PPM) for solving (8), i.e.,

\[
x_k = (\lambda_k (A + B) + I)^{-1} x_{k-1} \quad \forall k \geq 1.
\]

Second, since \( A(y) + B^{[\v]}(y) \subset (A + B)^{[\v]}(y) \) for every \( y \) in view of Proposition 2.1(b), it follows that Algorithm 1 is a special instance of the HPE method studied in [7]. Third, like in the HPE method, step 1 of Algorithm 1 does not specify how to compute the stepsize \( \lambda_k \) and the triple \( (y_k, v_k, \v_k) \). Their computation will depend on the instance of the method under consideration. For instance, Proposition 4.1 illustrates how these
quantities can be computed for the case in which \( A = \mu (-x_0) \) and \( B \) is the sum of a Lipschitz continuous monotone operator and a maximal monotone operator with an easily computable resolvent. Other results in this direction can be found in [7, 8, 9, 10].

The next result derives convergence rates for the sequences \( \{v_k\} \) and \( \{\varepsilon_k\} \) generated by Algorithm 1 under the assumption that the sequence of stepsizes \( \{\lambda_k\} \) is bounded away from zero. Its proof is given in Appendix A.

**Proposition 2.2.** Define \( x^* := (A + B)^{-1}(0) \), \( d_0 := \|x_0 - x^*\| \), and

\[
\theta := \left( \frac{1}{2\Delta \mu} + \frac{1}{1 - \sigma^2} \right)^{-1} \in (0, 1).
\]

Assume that \( \lambda_k \geq \Delta > 0 \) for every \( k \geq 1 \). Then, for every \( k \geq 1 \), \( v_k \in A(y_k) + B(x^*)(y_k) \)

\[
\|v_k\| \leq \sqrt{\frac{1 + \sigma}{1 - \sigma}} \left( \frac{1 - \theta(k-1)/2}{\Delta} \right) d_0 , \quad \varepsilon_k \leq \frac{\sigma^2}{2(1 - \sigma^2)} \left( \frac{(1 - \theta)^{k-1}}{\Delta} \right) d_0^2.
\]

\[
\|x^* - x_k\| \leq (1 - \theta)^{k/2} d_0 , \quad \|x^* - y_k\| \leq \min \left\{ \frac{1}{\sqrt{2\Delta \mu}} + \frac{1}{\sqrt{1 - \sigma^2}} \right\} (1 - \theta)^{(k-1)/2} d_0.
\]

Observe that the assumption that \( \sigma \in [0, 1) \) implies that \( \theta \) is well-defined and lies in \( (0, 1) \).

3. **Regularized HPE methods for solving MIPs.** This section presents regularized HPE-type methods for solving MIPs whose pointwise iteration complexity is superior to the pointwise iteration complexity of the original HPE method (see [7]). More specifically, it is shown that the pointwise iteration complexity bound for the new regularized HPE method is worse than the ergodic bound for the original HPE method by only a logarithmic factor.

This section considers the MIP (1) where \( B : X \rightharpoonup X \) is a point-to-set maximal monotone operator such that \( B^{-1}(0) \neq \emptyset \) and discusses regularized HPE-type methods which, for a given point \( x_0 \in X \), consist of solving MIPs parametrized by a scalar \( \mu > 0 \) as in (4). Observe that (4) is a regularized version of (1). Its operator is \( \mu \)-strongly monotone and approaches that of (1) as \( \mu \rightarrow 0 \) approaches zero. Clearly, (4) is a special case of (8) with \( A(x) = \mu(x - x_0) \) and its solution set is a singleton by Minty’s theorem [6].

We denote the distance of \( x_0 \) to the solution sets of (1) and (4) by \( d_0 \) and \( d_\mu \), respectively. Clearly,

\[
d_\mu = \|x^*_\mu - x_0\|,
\]

where \( x^*_\mu \) denotes the unique solution of (4), i.e., \( x^*_\mu = (\mu^{-1}B + I)^{-1}(x_0) \).

The following simple technical result relates \( d_\mu \) with \( d_0 \).

**Lemma 3.1.** For every \( \mu > 0 \), \( d_\mu \leq d_0 \).

**Proof.** Let \( x^* \) be the projection of \( x_0 \) onto \( B^{-1}(0) \). Since \( 0 \in B(x^*) \) and \( \mu(x_0 - x^*_\mu) \in B(x^*_\mu) \), the monotonicity of \( B \) and the fact that \( \mu > 0 \) imply that \( \langle x^* - x^*_\mu, x^*_\mu - x_0 \rangle \geq 0 \). Therefore,

\[
d_0^2 = \|x^* - x_0\|^2 = \|x^* - x^*_\mu\|^2 + 2\langle x^* - x^*_\mu, x^*_\mu - x_0 \rangle + \|x^*_\mu - x_0\|^2 \geq \|x^* - x^*_\mu\|^2 + d_\mu^2,
\]

and the conclusion follows. \( \square \)
We now state a \( \mu \)-regularized HPE method for solving (1) which is simply Algorithm 1 (with \( A(\cdot) = \mu(\cdot - x_0) \)) applied to MIP (4) but with a termination criterion added.

Algorithm 2: A static \( \mu \)-regularized HPE method for solving (1).

\[
\text{Input: } (x_0, \sigma, \mu, \rho, \varepsilon) \in X \times [0, 1) \times \mathbb{R}_{++} \times \mathbb{R}_{++} \times \mathbb{R}_{++}; \\
(0) \text{ set } k = 1; \\
(1) \text{ choose } \lambda_k > 0 \text{ and find } (y_k, b_k, \varepsilon_k) \in X \times X \times \mathbb{R}_+ \text{ such that} \\
\quad b_k \in B^{[\varepsilon_k]}(y_k), \|\lambda_k [b_k + \mu(y_k - x_0)] + y_k - x_{k-1}\|^2 + 2\lambda_k \varepsilon_k \leq \sigma^2 \|y_k - x_{k-1}\|^2; \\
(2) \text{ if } \|b_k + \mu(y_k - x_0)\| > \rho \text{ or } \varepsilon_k > \varepsilon, \text{ then set} \\
\quad x_k = x_{k-1} - \lambda_k [b_k + \mu(y_k - x_0)], \\
\quad \text{and } k \leftarrow k + 1, \text{ and go to step } 1; \text{ otherwise, stop the algorithm and output} \\
\quad (y_k, b_k, \varepsilon_k).
\]

We now make some remarks about Algorithm 2. First, it is the special case of Algorithm 1 in which \( A(\cdot) = \mu(\cdot - x_0) \) and hence solves the MIP (4). Second, since subsection 2.2 only deals with convergence rate bounds, a stopping criterion was not added to Algorithm 1. In contrast, Algorithm 2 incorporates a stopping criterion (see step 2 above) based on which its iteration complexity bound is derived in Proposition 3.2 and Theorem 3.3 below. Third, it is shown in Theorem 3.3(b) that Algorithm 2 solves MIP (1) if \( \mu \) is chosen sufficiently small. Fourth, if no stopping criterion is added to Algorithm 2 (see its step 2), then it follows from Proposition 2.2 that \( \max \{\|x_k - x_\mu^*\|, \|y_k - x_\mu^*\|\} \) converges to zero geometrically where \( x_\mu^* = (\mu^{-1}B + I)^{-1}x_0 \) is the unique solution of MIP (4). This contrasts the sequence generated by a variant of the DR-HPE method stated later in this section which asymptotically converges to a solution of (1) (see the fourth remark following the statement of the DR-HPE method).

**Proposition 3.2.** Assume that \( \lambda_k \geq \frac{1}{\Delta} > 0 \) for all \( k \geq 1 \), and let \( d_\mu \) be as in (12). Then Algorithm 2 with input \((x_0, \sigma, \mu, \rho, \varepsilon)\) terminates in at most

\[
\left( \frac{1}{2\Delta \mu} + \frac{1}{1 - \sigma^2} \right) \left[ 2 + \max \left\{ \log^+ \left( \left( 1 + \frac{\sigma}{1 - \sigma} \right) \frac{d_\mu^2}{\Delta^2 \rho^2} \right), \log^+ \left( \frac{\sigma^2 d_\mu^2}{2(1 - \sigma^2) \Delta \varepsilon} \right) \right\} \right]
\]

iterations with a triple \((y_k, b_k, \varepsilon_k)\) such that

\[
b_k \in B^{[\varepsilon_k]}(y_k), \quad \|b_k + \mu(y_k - x_0)\| \leq \rho, \quad \varepsilon_k \leq \varepsilon
\]

and

\[
\|y_k - x_0\| \leq \left( 1 + \frac{1}{\sqrt{1 - \sigma^2}} \right) d_\mu \leq \left( 1 + \frac{1}{\sqrt{1 - \sigma^2}} \right) d_0,
\]

\[
\|b_k\| \leq \rho + \mu \left( 1 - \frac{1}{\sqrt{1 - \sigma^2}} \right) d_\mu \leq \rho + \mu \left( 1 + \frac{1}{\sqrt{1 - \sigma^2}} \right) d_0.
\]

**Proof.** To prove that the number of iterations of Algorithm 2 is bounded by (15), assume that it has not terminated at the \( k \)th iteration and define \( v_k = b_k + \mu(y_k - x_0) \).
Then either \( \|v_k\| > \rho \) or \( \varepsilon_k > \varepsilon \). Assume first that \( \|v_k\| > \rho \). Since Algorithm 2 is a special case of Algorithm 1 applied to MIP (4) with \( A(x) = \mu(x - x_0) \) and \( v_k \) as above, the latter assumption and Proposition 2.2 imply that

\[
\rho < \|v_k\| \leq \sqrt{\frac{1 + \sigma}{1 - \sigma}} \left( \frac{(1 - \theta)^{(k-1)/2}}{\Delta} \right) d_{\mu},
\]

where \( \theta \) is defined in (11). Rearranging this inequality, taking logarithms of both sides of the resulting inequality, and using the fact that \( \log(1 - \theta) \leq -\theta \), we conclude that

\[
k < 1 + \theta^{-1} \log \left( \frac{1 + \sigma}{1 - \sigma} \frac{d_{\mu}^2}{\Delta^2 \rho^2} \right).
\]

If, on the other hand, \( \varepsilon_k > \varepsilon \), we conclude by using a similar reasoning that

\[
k < 1 + \theta^{-1} \log \left( \frac{\sigma^2 d_{\mu}^2}{2(1 - \sigma^2) \Delta \varepsilon} \right).
\]

From the above two observations and the fact that \( \theta < 1 \) in view of (11), we conclude that the number of iterations performed by Algorithm 2 is bounded by (15). Conditions (16) follow from (13) and the testing condition in step 2 of Algorithm 2.

To prove (17), note that Lemma 2.1(5) of [18], Proposition 2.2, and (12) imply that

\[
\|y_k - x^*_\mu\| \leq \frac{\|x_{k-1} - x^*_\mu\|}{\sqrt{1 - \sigma^2}} \leq \frac{(1 - \theta)^{(k-1)/2}}{\sqrt{1 - \sigma^2}} d_{\mu} \leq \frac{1}{\sqrt{1 - \sigma^2}} d_{\mu},
\]

and hence that

\[
\|y_k - x_0\| \leq \|y_k - x^*_\mu\| + \|x^*_\mu - x_0\| \leq \left( 1 + \frac{1}{\sqrt{1 - \sigma^2}} \right) d_{\mu}.
\]

The latter conclusion and Lemma 3.1 yield (17). To finish the proof, note that (18) follows from the first inequality in (16), the triangle inequality, and (17).

The complexity results presented in this paper will consist in establishing bounds in the number of iterations to obtain a triple \((y, b, \varepsilon)\) satisfying (3) for given precisions \(\bar{\rho} > 0\) and \(\bar{\varepsilon} > 0\).

The following result shows that Algorithm 2 solves the MIP (1) when \( \mu > 0 \) is chosen sufficiently small.

**Theorem 3.3.** Assume that \( \lambda_k \geq \Delta > 0 \) for all \( k \geq 1 \), and let a tolerance pair \((\bar{\rho}, \bar{\varepsilon}) \in \mathbb{R}_{++} \times \mathbb{R}_{++}\) be given. Then, the following statements hold:

(a) For any \( \rho \in (0, \bar{\rho}) \) and \( D_0 > 0 \), Algorithm 2 with input \((x_0, \sigma, \mu, \rho, \varepsilon)\) where

\[
(19) \quad \mu = \mu(D_0, \rho) := \frac{\bar{\rho} - \rho}{1 + \frac{1}{\sqrt{1 - \sigma^2}}} D_0,
\]

terminates in at most

\[
(20) \quad \left( \frac{1 + 1/\sqrt{1 - \sigma^2}}{2\Delta(\bar{\rho} - \rho)} D_0 + \frac{1}{1 - \sigma^2} \right) \left[ 2 + \max \left\{ \log^+ \left( \frac{1 + \sigma}{1 - \sigma} \frac{d_{\mu}^2}{\Delta^2 \rho^2} \right) \right\} \right]
\]

iterations with a triple \((y_k, b_k, \varepsilon_k)\) such that \( b_k \in B_{[\varepsilon_k]}(y_k) \) and \( \varepsilon_k \leq \varepsilon \).
(b) In addition, if \( D_0 \geq d_0 \), then the above triple also satisfies
\[
\|b_k\| \leq \bar{\rho}, \quad \mu \|y_k - x_0\| \leq \bar{\rho} - \rho 
\]
and hence satisfies (3).

Proof. (a) This statement follows from (15), Lemma 3.1, and Proposition 3.2 with \( \mu \) and \( \varepsilon \) given by (19).
(b) Using the second inequalities in (17) and (18), and the first identity in (19), we conclude that
\[
\max \{\|b_k\| - \rho, \mu \|y_k - x_0\|\} \leq \frac{d_0}{D_0} (\bar{\rho} - \rho).
\]
Hence, if \( D_0 \geq d_0 \), the latter inequality yields (21).

We now make two remarks about Theorem 3.3. First, if \( \sigma \in [0, 1) \) is such that
\[
(1 - \sigma)^{-1} = \mathcal{O}(1),
\]
an upper bound \( D_0 \geq d_0 \) such that \( D_0 = \mathcal{O}(d_0) \) is known, and \( \rho \) is set to \( \bar{\rho}/2 \), then the complexity bound (20) becomes
\[
\mathcal{O} \left( \frac{d_0}{\lambda \bar{\rho}} + 1 \right) \left[ 1 + \max \left\{ \log^+ \left( \frac{d_0}{\lambda \rho} \right), \log^+ \left( \frac{d_0}{\lambda \epsilon} \right) \right\} \right].
\]
Second, in general an upper bound \( D_0 \) as in the first remark is not known, and in this case the bound (20) can be much worse than the one above whenever \( D_0 \gg d_0 \).

In the remaining part of this section, we consider the case where an upper bound \( D_0 \geq d_0 \) such that \( D_0 = \mathcal{O}(d_0) \) is not known and describe a scheme based on Algorithm 2 whose iteration complexity order is equal to (22).

**DR-HPE:** A dynamic regularized HPE method for solving (1).

(0) Let \( x_0 \in X \), \( \sigma \in [0, 1) \), \( \lambda > 0 \), and a tolerance pair \((\bar{\rho}, \bar{\varepsilon}) \in \mathbb{R}_+ \times \mathbb{R}_+ \) be given and choose \( \rho \in (0, \bar{\rho}) \); set
\[
D_0 = \overline{D}_0 := \frac{2\lambda (\bar{\rho} - \rho)}{(1 - \sigma^2) \left( 1 + 1/\sqrt{1 - \sigma^2} \right)}.
\]

(1) set \( \mu = \mu(D_0, \rho) \), where \( \mu(\cdot, \cdot) \) is defined in (19), and call Algorithm 2 with input \((x_0, \sigma, \mu, \rho, \bar{\varepsilon})\) to obtain as output \((y, b, \bar{\varepsilon})\);

(2) if \( \|b\| \leq \bar{\rho} \), then stop and output \((y, b, \bar{\varepsilon})\); else, set \( D_0 \leftarrow 2D_0 \) and go to step 1.

We now make some remarks about DR-HPE algorithm. First, each iteration of DR-HPE (referred to as an outer iteration) invokes Algorithm 2, and hence performs a certain number of iterations of the latter method (called inner iterations) which is bounded by (20). Second, due to the fact that \( D_0 \) is doubled at every iteration and the definition of \( \mu(\cdot, \cdot) \) in (19), it follows that \( \mu \) is halved at every iteration, and hence \( \mu \) converges to zero as the number of outer iterations grows. Third, it is easy to see that the output \( y \) generated in step 1 of the DR-HPE method satisfies
\[
\|y - x^*_\mu\| \leq \hat{\rho} + \sqrt{\rho^2 + 4\bar{\varepsilon}}.
\]
where \( \hat{\rho} = \rho/\mu \) and \( \bar{\varepsilon} = \varepsilon/\mu \). Fourth, if one considers the version of the DR-HPE method in which no stopping criteria are added to its step 2 and the tolerances \( \rho \) and

\[\text{...}\]
In its step 1 are allowed to be chosen in such a way that \( \tilde{\rho} = \rho/\mu \) and \( \tilde{\varepsilon} = \varepsilon/\mu \) converge to zero as the number of outer iterations increases, then it follows that the output \( y \) of its step 1 converges to the point \( x^* \in B^{-1}(0) \) closest to \( x_0 \), in view of the above inequality and the fact that \( x^*_n \) converges to such \( x^* \) (see [1, Lemma 1]). Fifth, our version of DR-HPE stated above keeps the tolerances \( \rho \) and \( \varepsilon \) fixed, and hence the fourth remark just described does not apply to it.

The following result describes the overall inner iteration complexity of DR-HPE in terms of \( d_0, \lambda, \rho, \tilde{\rho}, \) and \( \tilde{\varepsilon} \).

**Theorem 3.4.** Let \( d_0 \) denote the distance of \( x_0 \) to the solution set of \( (1) \) and assume that the proximal stepsize in every inner iteration of DR-HPE is bounded below by a constant \( \underline{\Delta} > 0 \). Then DR-HPE with input \( (x_0, \sigma, \lambda, (\tilde{\rho}, \tilde{\varepsilon}), \rho) \in X \times (0, 1] \times \mathbb{R}^+ \times \mathbb{R}^2_+ \times \mathbb{R}^2_+ \) such that \( \rho \in (0, \tilde{\rho}) \) and \( (1 - \sigma)^{-1} = O(1) \) finds a triple \((y, b, \varepsilon)\) satisfying
\[
\|b\| \leq \tilde{\rho}, \quad \varepsilon \leq \tilde{\varepsilon}
\]
in at most
\[
\mathcal{O} \left( \left( 1 + \frac{\lambda}{\underline{\Delta}} \right) \left( \frac{d_0}{\lambda(\rho - \tilde{\rho})} + 1 \right) \left[ 1 + \max \left\{ \log \left( \frac{d_0}{\lambda \rho} \right), \log \left( \frac{d_0}{\lambda \varepsilon} \right) \right\} \right) \right)
\]
iterations.

**Proof.** Note that at the \( k \)th outer iteration of DR-HPE, we have \( D_0 = 2^{k-1} \). Moreover, in view of Theorem 3.3(b), DR-HPE terminates in at most \( K \) outer iterations where \( K \) is the smallest integer \( k \geq 1 \) satisfying \( 2^{k-1} \geq d_0 \), i.e.,
\[
K = 1 + \left[ \log \left( \frac{d_0}{D_0} \right) \right].
\]
Define
\[
\beta_1 := 2 + \max \left\{ \log \left( \frac{1 + \sigma}{1 + 1 - \sigma} \right) \frac{d_0^2}{\lambda^2 \rho^2}, \log \left( \frac{\sigma^2 d_0^2}{2(1 - \sigma^2) \lambda^2} \right) \right\},
\]
and
\[
\beta_0 := \frac{\beta_1}{1 - \sigma^2} = \frac{1 + 1/\sqrt{1 - \sigma^2}}{2\lambda(\rho - \tilde{\rho})} \beta_1,
\]
where the identity in (26) follows from (23). In view of Theorem 3.3(a) and relations (25) and (26), we then conclude that the overall number of inner iterations of DR-HPE is bounded by
\[
\widetilde{K} := \beta_0 \sum_{k=1}^{K} \left( 1 + \frac{\lambda}{\underline{\Delta}} 2^{k-1} \right) = \beta_0 \left( K + \frac{\lambda}{\underline{\Delta}} (2^K - 1) \right) \leq \beta_0 \left( 1 + \frac{\lambda}{\underline{\Delta}} \right) 2^K.
\]
To prove the theorem, it suffices to show that \( \widetilde{K} \) is bounded by (24). Indeed, we consider two cases, namely, whether \( K = 1 \) or \( K > 1 \). If \( K = 1 \), then (27) implies that \( \widetilde{K} \leq 2\beta_0 (1 + \lambda/\underline{\Delta}) \), and hence that the order of \( \widetilde{K} \) is bounded by (24) in view of the definition of \( \beta_0 \) in (26). Assume now that \( K > 1 \) and note that the definition of \( K \) implies that \( k = K - 1 \) violates the inequality \( 2^{k-1} \geq d_0 \), and hence that \( 2^K < 4\beta_0 D_0 \). The latter conclusion and inequality (27) then imply that \( \widetilde{K} < 4\beta_0 d_0 (1 + \lambda/\underline{\Delta}) D_0 \), which together with (25) and (26) then imply that \( \widetilde{K} \) is bounded by (24). }
We now make a few remarks before ending this section. First, if the lower bound $\lambda > 0$ for the sequence of proximal stepsizes is known, and $\bar{\lambda} = \lambda$ and $\rho = \bar{\rho}/2$ are chosen as input for DR-HPE, then the iteration complexity bound (24) reduces to bound (22). This observation justifies our claim preceding DR-HPE. Second, it is possible to prove that the ergodic complexity of the DR-HPE method is $O(\max\{1/\bar{\rho}, 1/\bar{\rho}_\varepsilon\})$, which is the same (up to a multiplicative factor) as the one for the original HPE method.

4. Specific instances of the DR-HPE method. In this section, we briefly discuss specific ways of implementing step 1 of Algorithm 2.

More specifically, we assume that operator $B$ has the structure

$$B(x) := F(x) + C(x),$$

where the following conditions hold:

- (B.1) $F : \text{Dom}(F) \subset X \to X$ is a (single-valued) monotone operator on $\text{Dom}(C) \subset \text{Dom}(F)$, i.e.,

$$\langle F(x) - F(x'), x - x' \rangle \geq 0 \quad \forall x, x' \in \text{Dom}(C);$$

- (B.2) $F$ is $L$-Lipschitz continuous on a closed convex set $\Omega$ such that $\text{Dom}(C) \subset \Omega \subset \text{Dom}(F)$, i.e., there exists $L > 0$ such that

$$\|F(x) - F(x')\| \leq L\|x - x'\| \quad \forall x, x' \in \Omega;$$

- (B.3) $C : X \rightrightarrows X$ is maximal monotone.

Our goal in this section is to discuss a Tseng modified forward-backward splitting (MFBS)-type scheme [19] for implementing step 1 of Algorithm 2 for an operator $B$ with the above structure where two evaluations of $F$ and a single resolvent evaluation of $C$, i.e., an operator of the form $(I + \lambda C)^{-1}$ for some $\lambda > 0$, are made.

Let $(x_0, \sigma, \mu)$ be the first three entities of the input for Algorithm 2 and assume here that $\sigma \in (0, 1)$. Consider the MIP

$$0 \in B_\mu(x) := F(x) + C_\mu(x),$$

where $C_\mu : X \rightrightarrows X$ is defined as

$$C_\mu(x) := C(x) + \mu(x - x_0) \quad \forall x \in \text{Dom}(C).$$

Given $x_{k-1} \in X$, the following two relations describes an iteration of a variant of Tseng’s MFBS algorithm studied in [8] (see also [7]) for the above MIP:

$$y_k = (I + \lambda C_\mu)^{-1}(x_{k-1} - \lambda F(P_\Omega(x_{k-1}))),$$

$$x_k = y_k - \lambda(F(y_k) - F(P_\Omega(x_{k-1}))),$$

where $\lambda := \sigma/L$. Since by assumption B.2 we have $\text{Dom}(C) \subset \Omega \subset \text{Dom}(F)$, and $\text{Dom}(C_\mu) = \text{Dom}(C)$, it follows that $P_\Omega(x_{k-1})$ and $y_k$ belong to $\text{Dom}(F)$, and hence that the iteration defined in (33)–(34) is well-defined. Moreover, the assumption that the resolvent of $C$ is computable makes the resolvent $(I + \lambda C_\mu)^{-1}$ also computable since

$$(I + \lambda C_\mu)^{-1}x = \left(I + \frac{\lambda}{1 + \lambda \mu}C\right)^{-1}\left(x + \frac{\lambda \mu x_0}{1 + \lambda \mu}\right), \quad x \in X.$$

The following proposition was essentially proved in [8, Proposition 4.5] with different notation.
Proposition 4.1. The points $y_k$ and $x_k$ defined by (33) and (34) with $\lambda = \sigma/L$ and the vector
\[ c_k = \frac{1}{\lambda} (x_{k-1} - y_k) - F(P_1(x_{k-1})) - \mu(y_k - x_0) \]
satisfy
\[ c_k \in C(y_k), \quad \|\lambda[F(y_k) + c_k + \mu(y_k - x_0)] + y_k - x_{k-1}\| \leq \sigma\|y_k - x_{k-1}\|, \tag{35} \]
and hence $b_k := F(y_k) + c_k$, $\lambda_k := \lambda$, and $\varepsilon_k := 0$ satisfy (13).

Proof. The inclusion in (35) follows directly from (33), (32), and the definition of $c_k$. On the other hand, using items (a) and (c) of [8, Proposition 4.5] (with different notation), we obtain the inequality in (35). The last statement of the proposition follows from the definition of $b_k$, (28), (35), and Proposition 2.1(d). \qed

In the next theorem we show the iteration complexity of DR-HPE for solving (28) under the assumption that the iteration of the variant of Tseng’s MFBS method described in (33)–(34) is used as an implementation of step 1 of Algorithm 2.

Theorem 4.2. If $\max\{\sigma^{-1}, (1 - \sigma)^{-1}\} = O(1)$, then DR-HPE in which step 1 of Algorithm 2 is implemented according to the recipe described in Proposition 4.1 terminates with a pair $(y, b)$ satisfying
\[ b \in (F + C)(y), \quad \|b\| \leq \bar{\rho} \tag{36} \]
in at most
\[ O \left( \left(1 + \frac{Ld_0}{\bar{\rho} - \rho} \right) \left[1 + \log^+ \left( \frac{Ld_0}{\rho} \right) \right] \right) \tag{37} \]
iterations, where $\bar{\rho}$ and $\rho$ are as in step 0 of DR-HPE.

Proof. The result is a direct consequence of Theorem 3.4 and Proposition 4.1 where $\lambda = \bar{\lambda} = \lambda := \sigma/L$. We note that since by Proposition 4.1 we have $\varepsilon_k = 0$ for all $k \geq 1$ the complexity bound on (24) is independent of the precision $\varepsilon > 0$. \qed

We now make some comments about the special instance of DR-HPE described in Theorem 4.2 in light of a previous variant of Tseng’s MFBS algorithm studied in [8] for solving MIP (28). First, the costs of an inner iteration of the above two methods are identical. Second, if $\rho = \bar{\rho}/2$, then the complexity bound (37) reduces to
\[ O \left( \left(1 + \frac{Ld_0}{\bar{\rho}} \right) \left[1 + \log^+ \left( \frac{Ld_0}{\rho} \right) \right] \right), \tag{38} \]
which improves the pointwise iteration complexity bound $O \left( (Ld_0/\bar{\rho})^2 \right)$ for the variant of Tseng’s MFBS algorithm (see [8, Theorem 4.6]). Third, it is proved in [7, Theorem 6.2(b)] that Tseng’s MFBS variant finds an ergodic pair $(b, y)$ satisfying $b \in (F + C)^\varepsilon(y)$, $\|y\| \leq \bar{\rho}$, and $\varepsilon \leq \bar{\varepsilon}$ in at most $O \left( \max \left[ \frac{Ld_0}{\bar{\rho}}, \frac{Ld_0^2}{\bar{\rho}}/\bar{\varepsilon} \right] \right)$ iterations. Note that the dependence of the latter bound on $\bar{\rho}$ differs from the one in (38) only by a logarithmic term. Moreover, in contrast to the latter bound, (38) does not depend on $\bar{\varepsilon}$. Also, the error criterion implied by the latter ergodic result is weaker than the one in (36). In summary, Theorem 4.2 establishes a pointwise iteration complexity bound which closely approaches the latter ergodic bound while guaranteeing at the same time an error criterion stronger than the one for the aforementioned ergodic result.
We finish this section by noting that if $C = \partial g$, where $g : X \to (-\infty, \infty]$ is a proper closed convex function, then an iteration of Korpelevich’s extragradient algorithm (see, for example, section 4 of [8]) can also be used to implement step 1 of Algorithm 2, and as a consequence, yields a different instance of DR-HPE. Clearly, it is possible to derive a result for the new variant similar to Theorem 4.2 in which the error criterion becomes $b \in (F + \partial g)(y)$, $\|b\| \leq \bar{\rho}$, $\varepsilon \leq \bar{\varepsilon}$ and the complexity bound is given by (24) (and hence depends on $\varepsilon$) with $\lambda = \bar{\lambda} = \lambda := \sigma/L$. Note that the latter error criterion, while weaker than the one in (36), is still stronger than that of the ergodic result for Tseng’s MBFS variant (see, for instance, [7, Corollary 5.3(b)]).

**Appendix A. Proof of Proposition 2.2.** Throughout this section, $\{x_k\}, \{y_k\}, \{v_k\}, \{\lambda_k\}, \{\sigma_k\}$, and $\{\varepsilon_k\}$ denote the sequences generated by Algorithm 1. Also, for every $k \geq 1$, define

\begin{equation}
\gamma_k : X \to \mathbb{R}, \quad \gamma_k(x) := (v_k, x - y_k) - \varepsilon_k \quad \forall x \in X
\end{equation}

and

\begin{equation}
\theta_k := \left(\frac{1}{2\lambda_k \mu} + \frac{1}{1 - \sigma^2}\right)^{-1} (0, 1).
\end{equation}

**Proposition A.1.** Let $x^* := (A + B)^{-1}(0)$, and let $\gamma_k(\cdot)$ and $\theta_k$ be as in (39) and (40), respectively. Then, for every $k \geq 1$, the following hold:

(a) $x_k = \arg \min \lambda_k \gamma_k(x) + \|x - x_{k-1}\|^2/2$;

(b) $\min \lambda_k \gamma_k(x) + \|x - x_{k-1}\|^2/2 \geq (1 - \sigma^2)\|y_k - x_{k-1}\|^2/2$;

(c) $\gamma_k(x^*) \leq -\mu \|x^* - y_k\|^2$;

(d) $\|x^* - x_{k-1}\|^2 \geq 2\lambda_k \mu \|x^* - y_k\|^2 + (1 - \sigma^2)\|y_k - x_{k-1}\|^2 + \|x^* - x_k\|^2$;

(e) $(1 - \theta_k)\|x^* - x_{k-1}\|^2 \geq \|x^* - x_k\|^2$.

**Proof.** (a) This statement follows trivially from (10) and (39).

(b) Direct use of (10) and (39) yields, after trivial algebraic manipulations, that

$$
\lambda_k \gamma_k(x_k) + \frac{1}{2}\|x_k - x_{k-1}\|^2 = \frac{1}{2}\left[\|y_k - x_{k-1}\|^2 - (\|\lambda_k v_k + y_k - x_{k-1}\|^2 + 2\lambda_k \varepsilon_k)\right],
$$

which, combined with (a) and (9), imply (b).

(c) Since $0 \in (A + B)(x^*)$, there exists $a^* \in A(x^*)$ such that $-a^* \in B(x^*)$. Also, the inclusion in (9) implies that there exist $a_k \in A(y_k)$ and $b_k \in B(x^*)(y_k)$ such that $v_k = a_k + b_k$. These inclusions, assumption A.1, and (7) then imply that

$$
\langle a^* - a_k, x^* - y_k \rangle \geq \mu \|x^* - y_k\|^2, \quad \langle b_k + a^*, y_k - x^* \rangle \geq -\varepsilon_k.
$$

To end the proof of (c), add these inequalities, observe that $a_k + b_k = v_k$, and use (39).

(d) It follows from (39), and statements (a) and (b), that

$$
\lambda_k \gamma_k(x) + \frac{1}{2}\|x - x_{k-1}\|^2 = \left(\min \lambda_k \gamma_k(x) + \frac{1}{2}\|x - x_{k-1}\|^2\right) + \frac{1}{2}\|x - x_k\|^2 \geq \frac{1}{2}\left((1 - \sigma^2)\|y_k - x_{k-1}\|^2 + \|x - x_k\|^2\right) \quad \forall x \in X.
$$

Statement (d) now follows from the above inequality with $x = x^*$ and statement (c).

(e) This statement follows from $\|x^* - y_k\| + \|y_k - x_{k-1}\| \geq \|x^* - x_{k-1}\|$, the fact that

$$
\min\{(1 - \sigma^2)r^2 + 2\mu \lambda_k s^2 \mid r, s \geq 0, r + s \geq \|x^* - x_{k-1}\|\} = \theta_k \|x^* - x_{k-1}\|^2,
$$

and statement (d).
Lemma A.2 below follows trivially from the inequality in (9), the use of the triangle inequality, and the fact that $\varepsilon_k \geq 0$.

**Lemma A.2.** For every $k \geq 1$, we have that $(1 - \sigma_k)\|y_k - x_{k-1}\| \leq \lambda_k \|v_k\| \leq (1 + \sigma_k)\|y_k - x_{k-1}\|$.

In the next proposition, we establish rates of convergence for the sequences \{x_k\}, \{v_k\}, and \{\varepsilon_k\} generated by Algorithm 1.

**Proposition A.3.** Define $x^* := (A + B)^{-1}(0)$, $d_0 := \|x_0 - x^*\|$, and

$$\Gamma_k := \left[\prod_{j=1}^k (1 - \theta_j)\right]^{1/2} \quad \forall k \geq 1.$$  \hfill (41)

Then, for every $k \geq 1$, $v_k \in A(y_k) + B[\varepsilon_k](y_k)$ and

$$\|v_k\| \leq \sqrt{\frac{1 + \sigma}{1 - \sigma}} \frac{\Gamma_{k-1}}{\lambda_k} d_0, \quad \varepsilon_k \leq \frac{\sigma^2}{2(1 - \sigma^2)} \frac{\Gamma_{k-1}^2}{\lambda_k} d_0^2, \quad \forall k \geq 1.$$  \hfill (42)

$$\|x^* - x_k\| \leq \Gamma_k d_0, \quad \|x^* - y_k\| \leq \min\left\{1 + \frac{1}{\sqrt{2\lambda_k \mu}}, 1 + \frac{1}{\sqrt{1 - \sigma}}\right\} \Gamma_k d_0.$$  \hfill (43)

**Proof.** First note that the first inequality in (43) follows from Proposition A.1(e) and (41). Also, the second inequality in (43) follows from the inequality $\|y_k - x^*\| \leq \|y_k - x_{k-1}\| + \|x_{k-1} - x^*\|$, Proposition A.1(d), and the first inequality in (43) with $k = k - 1$. Using Proposition A.1(d) and the first inequality in (43), we conclude that

$$(1 - \sigma^2)\|y_k - x_{k-1}\|^2 \leq \Gamma_{k-1}^2 d_0^2 \quad \forall k \geq 1.$$  \hfill (44)

Note now that (42) follows from the latter inequality and the relations

$$\varepsilon_k \leq \frac{\sigma^2\|y_k - x_{k-1}\|^2}{2\lambda_k}, \quad \|v_k\| \leq \frac{(1 + \sigma)\|y_k - x_{k-1}\|}{\lambda_k}.$$  \hfill (45)

which are due to (9) and the second inequality in Lemma A.2.

**Proof of Proposition 2.2.** The assumption $\lambda_k \geq \Delta > 0$ for every $k \geq 1$ and the fact that the scalar function

$$t > 0 \mapsto \left(\frac{1}{2t\mu} + \frac{1}{1 - \sigma^2}\right)^{-1}$$

is nondecreasing, combined with (40) and (11), imply that $\theta_k \geq \theta$ for all $k \geq 1$. From the latter inequality and (41), we obtain $\Gamma_k \leq (1 - \theta)^{k/2}$ for every $k \geq 1$, which, in turn combined with Proposition A.3, completes the proof.
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