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This paper describes an accelerated HPE-type method based on general Bregman distances for solving convex–concave saddle-point (SP) problems. The algorithm is a special instance of a non-Euclidean hybrid proximal extragradient framework introduced by Svaiter and Solodov \textit{An inexact hybrid generalized proximal point algorithm and some new results on the theory of Bregman functions}, Math. Oper. Res. 25(2) (2000), pp. 214–230 where the prox sub-inclusions are solved using an accelerated gradient method. It generalizes the accelerated HPE algorithm presented in He and Monteiro \textit{An accelerated HPE-type algorithm for a class of composite convex–concave saddle-point problems}, SIAM J. Optim. 26 (2016), pp. 29–56 in two ways, namely: (a) it deals with general monotone SP problems instead of bilinear structured SPs and (b) it is based on general Bregman distances instead of the Euclidean one. Similar to the algorithm of He and Monteiro \textit{An accelerated HPE-type algorithm for a class of composite convex–concave saddle-point problems}, SIAM J. Optim. 26 (2016), pp. 29–56, it has the advantage that it works for any constant choice of proximal stepsize. Moreover, a suitable choice of the stepsize yields a method with the best known iteration-complexity for solving monotone SP problems. Computational results show that the new method is superior to Nesterov’s \textit{Smooth minimization of non-smooth functions}, Math. Program. 103(1) (2005), pp. 127–152 smoothing scheme.
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1. Introduction

Given nonempty closed convex sets $X \subset \mathcal{X}$ and $Y \subset \mathcal{Y}$, where $\mathcal{X}$ and $\mathcal{Y}$ are two inner product spaces, and a convex–concave map $\hat{\Phi} : X \times Y \to \mathbb{R}$, our goal in this paper is to develop algorithms for finding (approximate) saddle-points of $\hat{\Phi}$, i.e. pairs $(\tilde{x}, \tilde{y}) \in X \times Y$ such that

\[ \hat{\Phi}(\tilde{x}, \tilde{y}) \leq \hat{\Phi}(\tilde{x}, y) \leq \hat{\Phi}(x, \tilde{y}), \quad \forall (x, y) \in X \times Y, \]
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or equivalently, a zero of the operator $T : \mathcal{X} \times \mathcal{Y} \rightrightarrows \mathcal{X} \times \mathcal{Y}$ defined as

$$T(x,y) = \begin{cases} \partial[\hat{\Phi}(x,y) - \hat{\Phi}(x,\cdot)](x,y) & \text{if } (x,y) \in \mathcal{X} \times \mathcal{Y}, \\ \emptyset & \text{otherwise.} \end{cases} \quad (2)$$

Under mild assumptions on $\Phi$ (see Proposition 2.4), the operator $T$ is maximal monotone, and hence an approximate zero of $T$ can be computed by using an inexact proximal-type algorithm such as one of the algorithms presented in [13,16, 18–21,27–31].

In particular, He and Monteiro [13] presented an inexact proximal-point method for solving the special case of the saddle-point problem in which $\hat{\Phi}$ is of the form

$$\hat{\Phi}(x,y) = f(x) + \langle Ax, y \rangle + g_1(x) - g_2(y), \quad (3)$$

where $A : \mathcal{X} \to \mathcal{Y}$ is a linear operator, $g_1$ and $g_2$ are proper closed convex functions, $\mathcal{X} \times \mathcal{Y} = \text{dom } g_1 \times \text{dom } g_2$, and $f$ is a differentiable convex function with Lipschitz continuous gradient on $\mathcal{X}$. The method is a special instance of the hybrid proximal extragradient (HPE) framework introduced in [27]. Any instance of the HPE framework is essentially an inexact proximal point method which allows for a relative error in the prox sub-inclusions. More specifically, given a maximal monotone operator $T : \mathcal{E} \rightrightarrows \mathcal{E}$, where $\mathcal{E}$ is a finite dimensional inner product space, consider the problem of finding $z$ such that

$$0 \in T(z). \quad (4)$$

Recall that for a given $z_- \in \mathcal{E}$, the exact proximal point method determines a stepsize $\lambda > 0$ and then computes the next iterate $z$ as $z = (\lambda T + I)^{-1} (z_-)$, or equivalently, as the (unique) solution of

$$\frac{z_- - z}{\lambda} \in T(z). \quad (5)$$

An instance of the HPE framework on the other hand allows an approximate solution of (4) satisfying the (relative) HPE error criterion, namely, for some tolerance $\sigma \in [0,1]$, a stepsize $\lambda > 0$ and a triple $(\tilde{z}, z, \varepsilon)$ are computed in such a way as to satisfy

$$\frac{z_- - z}{\lambda} \in T^\varepsilon(\tilde{z}), \quad \frac{1}{2} \|\tilde{z} - z\|^2 + \lambda \varepsilon \leq \frac{1}{2} \sigma \|z_- - z\|^2, \quad (6)$$

where $T^\varepsilon$ denotes the $\varepsilon$-enlargement [2] of $T$. (It has the property that $T^\varepsilon(u) \supset T(u)$ for each $u$ with equality holding when $\varepsilon = 0$.) Clearly, when $\sigma = 0$ in (6), then $z = \tilde{z}$ and $\varepsilon = 0$, and the inclusion in (6) reduces to (5). As opposed to other HPE-type methods in the literature (see for instance [12,20]) which have to choose $\lambda$ relatively small, the HPE method of [13] for solving (4) with $T$ as in (2) can choose an arbitrarily sized $\lambda > 0$ and computes the triple $(\tilde{z}, z, \varepsilon)$ satisfying the HPE error condition (6) with the aid of an accelerated gradient method (e.g. see [22,32]) applied to a certain regularized convex–concave min–max problem related to $\hat{\Phi}$ in (3).

The main goal of this paper is to develop a non-Euclidean HPE (NE-HPE) method which extends the one of [13] in two relevant ways. First, it solves saddle-point problems with general convex–concave functions $\hat{\Phi}$ such that $\nabla_x \hat{\Phi}$ is Lipschitz continuous instead of those with $\hat{\Phi}$ given in (3). Second, the method is a special instance of a more general non-Euclidean HPE framework which is based on a general Bregman distance instead of the specific Euclidean one. More specifically, let $d_{\psi}(z') = w(z') - w(z) - \langle \nabla w(z), z' - z \rangle$ for every $z, z'$, where $w$ is a differentiable convex function. Then, the Euclidean distance is obtained by setting $w(\cdot) = \| \cdot \|^2/2$. 


in which case \( d_w(z') = \|z' - z\|^2/2 \) for all \( z', z \) and (6) can be written as follows:

\[
\frac{1}{\lambda} \nabla (d_w(z_-)) \in T^e(\tilde{z}), \quad (d_w(z_-) + \lambda \varepsilon) \leq \sigma (d_w(z_-)).
\]  

(7)

The non-Euclidean HPE framework generalizes the HPE one in that it allows an approximate solution of (4) satisfying the more general NE-HPE error condition (7) where \( w \) is an arbitrary convex function. As an important step towards analysing the new NE-HPE method, we establish the ergodic iteration-complexity of the NE-HPE framework for solving inclusion (4) where \( T \) is a maximal monotone operator. Similar to the method in [13], the new NE-HPE method chooses an arbitrary \( \lambda > 0 \) and computes a triple \((\tilde{z}, z, \varepsilon)\) satisfying the HPE error condition (7) with the aid of an accelerated gradient method applied to a certain regularized convex–concave min–max problem. Under the assumption that the feasible set of the saddle-point problem is bounded, an ergodic iteration-complexity bound is developed for the total number of inner (accelerated gradient) iterations performed by the new NE-HPE method. Finally, it is shown that if the stepsize \( \lambda \) and Bregman distance are properly chosen, then the derived ergodic iteration-complexity reduces to the one obtained in [22] for Nesterov’s smoothing scheme which finds approximate solutions of a bilinear structured convex–concave saddle-point problem. Such complexity bound is known to be optimal (see, for example, the discussion in paragraph (1) of Section 1.1 of [7]).

Our paper is organized as follows. Section 2 contains two subsections which provide the necessary background material for our presentation. Section 2.1 introduces some notation, presents basic definitions and properties of operators and convex functions, and discusses the saddle-point problem and some of its basic properties. Section 2.2 reviews an accelerated gradient method for solving composite convex optimization problems. Section 3 reviews the notion of distance generating functions, then presents the NE-HPE framework for solving (4) and establishes its ergodic iteration-complexity. Section 4 describes the new accelerated NE-HPE method for solving the saddle-point problem, i.e. inclusion (4) with the operator given in (2). It contains three subsections as follows. Section 4.1 presents a scheme based on the accelerated gradient method of Section 2.2 for finding an approximate solution of the prox sub-inclusion according to the NE-HPE error criterion (7) and states its iteration-complexity result. Section 4.2 completely describes the new accelerated NE-HPE method for solving the saddle-point problem and establishes its overall ergodic inner iteration-complexity. It also discusses a way of choosing the prox stepsize \( \lambda \) so that the overall ergodic inner iteration-complexity bound reduces to the one obtained for Nesterov’s smoothing scheme [22]. Section 4.3 provides the proof of the iteration-complexity result stated in Section 4.1. Finally, numerical results are presented in Section 5 showing that the new method outperforms the scheme of [22] on three classes of convex–concave saddle-point problems and that it can handle problems which are not of the form (3).

1.1 Previous related works

In the context of variational inequalities, Nemirovski [21] established the ergodic iteration-complexity of an extension of Korpelevich’s method [16], namely, the mirror-prox algorithm, under the assumption that the feasible set of the problem is bounded. More recently, Dang and Lan [8] established the iteration-complexity of a class of non-Euclidean extragradient methods for solving variational inequalities when the operators are not necessarily monotone. Also, Lan et al. [6] established the iteration-complexity of an accelerated mirror-prox method which finds weak solutions of a class of variational inequalities. They obtained optimal complexity for the case where the feasible set of the problem is bounded.

Nesterov [22] developed a smoothing scheme for solving bilinear structured saddle-point problems under the assumption that \( X \) and \( Y \) are compact convex sets. It consists of first
approximating the objective function of the associated convex–concave saddle-point problem by a convex differentiable function with Lipschitz continuous gradient and then applying an accelerated gradient-type method (see e.g. [22, 32]) to the resulting approximation problem.

The HPE framework and its convergence results are studied in [27] and its iteration-complexity is established in [18] (see also [19,20]). The complexity results in [18] depend on the distance of the initial iterate to the solution set instead of the diameter of the feasible set. Applications of the HPE framework to the iteration-complexity analysis of several zero-order (resp., first-order) methods for solving monotone variational inequalities and monotone inclusions (resp., saddle-point problems) are discussed in [18] and in the subsequent papers [19,20]. More specifically, by viewing Korpelevich’s method [16] as well as Tseng’s modified forward–backward splitting (MF-BS) method [31] as special cases of the HPE framework, the authors have established in [18,19] the pointwise and ergodic iteration complexities of these methods applied to either: monotone variational inequalities, monotone inclusions consisting of the sum of a Lipschitz continuous monotone map and a maximal monotone operator with an easily computable resolvent, and convex–concave saddle-point problems.

Solodov and Svaiter [29] has studied a more specialized version of the NE-HPE framework which allows approximate solutions of (4) according to (7) but with $\epsilon = 0$. Finally, extensions of the proximal method to the context of Bregman distances have been studied in [4,5,10,11,14,15]. However, none of the works cited in this paragraph deal with iteration-complexity results.

2. Background material

This section provides background material necessary for the paper presentation. Section 2.1 presents the notation and basic definitions that will be used in the paper. Section 2.2 reviews a variant of Nesterov’s accelerated method for the composite convex optimization problem.

2.1 Basic notation, definitions and results

This subsection establishes notation and gives basic results that will be used throughout the paper.

The set of real numbers is denoted by $\mathbb{R}$. The set of non-negative real numbers and the set of positive real numbers are denoted, respectively, as $\mathbb{R}^+$ and $\mathbb{R}^{++}$. Let $\lfloor z \rfloor$ denote the smallest integer not less than $z \in \mathbb{R}$.

2.1.1 Convex functions, monotone operators and their enlargements.

Let $\mathcal{Z}$ denote a finite dimensional inner product space with inner product denoted by $(\cdot, \cdot)$. For a set $Z \subseteq \mathcal{Z}$, its relative interior is denoted by $\text{ri}(Z)$ and its closure as $\text{cl}(Z)$. A relation $T \subseteq \mathcal{Z} \times \mathcal{Z}$ can be identified with an operator $T : \mathcal{Z} \rightharpoonup \mathcal{Z}$ in which

$$T(z) := \{ v \in \mathcal{Z} : (z, v) \in T \}, \quad \forall z \in \mathcal{Z}.$$ 

Note that the relation $T$ is then the same as the graph of the operator $T$ defined as

$$\text{Gr}(T) := \{(z, v) \in \mathcal{Z} \times \mathcal{Z} : v \in T(z)\}.$$ 

The domain of $T$ is defined as

$$\text{Dom} \ T := \{ z \in \mathcal{Z} : T(z) \neq \emptyset \}.$$
Proposition 2.1 Let \( T, T' : \mathcal{Z} \rightrightarrows \mathcal{Z} \) be given. Then, the following statement holds:

(a) \( T^{\varepsilon_1}(z) + (T')^{\varepsilon_2}(z) \subset (T + T')^{\varepsilon_1 + \varepsilon_2}(z) \) for every \( z \in \mathcal{Z} \) and \( \varepsilon_1, \varepsilon_2 \in \mathbb{R} \).

(b) If \( T \) is maximal monotone and \( \varepsilon \geq 0 \), then \( \text{Dom} \ T^\varepsilon \subset \text{cl}(\text{Dom} \ T) \).

Proof The proof of (a) follows directly from definition (8). For a proof of (b), see Corollary 2.2 of [3].

Let \( f : \mathcal{Z} \to [-\infty, \infty] \) be given. The effective domain of \( f \) is defined as

\[
\text{dom} \ f := \{ z \in \mathcal{Z} : f(z) < \infty \}.
\]

Given a scalar \( \varepsilon \geq 0 \), the \( \varepsilon \)-subdifferential of \( f \) is the operator \( \partial \varepsilon f : \mathcal{Z} \rightrightarrows \mathcal{Z} \) defined as

\[
\partial \varepsilon f(z) := \{ v : f(\tilde{z}) \geq f(z) + \langle \tilde{z} - z, v \rangle - \varepsilon, \ \forall \tilde{z} \in \mathcal{Z} \}, \ \forall z \in \mathcal{Z}.
\]  

(9)

When \( \varepsilon = 0 \), the operator \( \partial f \) is simply denoted by \( \partial f \) and is referred to as the subdifferential of \( f \). The operator \( \partial f \) is trivially monotone if \( f \) is proper. If \( f \) is a proper closed convex function, then \( \partial f \) is maximal monotone [24].

For a given set \( \Omega \subset \mathcal{Z} \), the indicator function \( \mathcal{I}_\Omega : \mathcal{Z} \to (-\infty, \infty] \) of \( \Omega \) is defined as

\[
\mathcal{I}_\Omega(z) := \begin{cases} 0, & z \in \Omega, \\ \infty, & z \notin \Omega. \end{cases}
\]  

(10)

The following simple but useful result shows that adding a maximal monotone operator \( T \) to the subdifferential of the indicator function of a convex set containing \( \text{Dom} \ T \) does not change \( T \).

Proposition 2.2 Assume that \( T \) is a maximal monotone operator and \( \Omega \subset \mathcal{Z} \) is a convex set containing \( \text{Dom} \ T \). Then, \( T + \partial \mathcal{I}_\Omega = T \).

Proof Clearly, \( \partial \mathcal{I}_\Omega \) is monotone since, by assumption, the set \( \Omega \), and hence the indicator function \( \mathcal{I}_\Omega \), is convex. Since \( T \) is also monotone by assumption, it follows that \( T + \partial \mathcal{I}_\Omega \) is monotone in view of Proposition 6.1.1(b) of [1]). Clearly, \( T \subset T + \partial \mathcal{I}_\Omega \) due to the assumption that \( \text{Dom} \ T \subset \Omega \) and the fact that \( 0 \in \partial \mathcal{I}_\Omega(x) \) for every \( x \in \Omega \). The conclusion of the proposition now follows from the above two observations and the assumption that \( T \) is maximal monotone.
2.1.2 The saddle-point problem.

Let $\mathcal{X}$ and $\mathcal{Y}$ be finite dimensional inner product spaces with inner products denoted, respectively, by $\langle \cdot, \cdot \rangle_{\mathcal{X}}$ and $\langle \cdot, \cdot \rangle_{\mathcal{Y}}$ and endow the product space $\mathcal{X} \times \mathcal{Y}$ with the canonical inner product defined as

$$
\langle (x, y), (x', y') \rangle = \langle x, x' \rangle_{\mathcal{X}} + \langle y, y' \rangle_{\mathcal{Y}}, \quad \forall (x, y), (x', y') \in \mathcal{X} \times \mathcal{Y}.
$$

Let $\mathcal{X} \subseteq \mathcal{X}$ and $\mathcal{Y} \subseteq \mathcal{Y}$ be nonempty sets and define $Z := \mathcal{X} \times \mathcal{Y}, Z := \mathcal{X} \times \mathcal{Y}$.

For a given function $\hat{\Phi} : Z \to \mathbb{R}$, a pair $(\bar{x}, \bar{y}) \in Z$ is called a saddle-point of $\hat{\Phi}$ if it satisfies (1).

The problem of determining such a pair is called the saddle-point problem determined by $\hat{\Phi}$ and is denoted by $SP(\hat{\Phi})$.

Define $T_{\hat{\Phi}} : Z \rightrightarrows Z$ as

$$
T_{\hat{\Phi}}(z) := \begin{cases} 
\partial (\hat{\Phi}(z)) & \text{if } z \in Z, \\
\emptyset & \text{otherwise,}
\end{cases}
$$

where, for every $z = (x, y) \in Z$, the function $\hat{\Phi}_{z} : Z \to (-\infty, +\infty]$ is defined as

$$
\hat{\Phi}_{z}(z') = \begin{cases} 
\hat{\Phi}(x', y) - \hat{\Phi}(x, y), & \forall z' = (x', y') \in Z, \\
+\infty & \text{otherwise.}
\end{cases}
$$

Clearly, $z = (x, y)$ is a saddle-point of $\hat{\Phi}$ if and only if $z$ is a solution of the inclusion

$$
0 \in T_{\hat{\Phi}}(z).
$$

The operator $T_{\hat{\Phi}}$ admits the $\varepsilon$-enlargement as in (8). It also admits an $\varepsilon$-saddle-point enlargement which exploits its natural saddle-point nature, namely, $\partial_{\varepsilon} (\hat{\Phi}_{z})(z)$ for $z \in Z$. The following result whose proof can be found for example in Lemma 3.2 of [13] follows straightforwardly from definitions (8) and (9).

**Proposition 2.3** For every $z \in Z$ and $\varepsilon \geq 0$, the inclusion $\partial_{\varepsilon} (\hat{\Phi}_{z})(z) \subset [T_{\hat{\Phi}}]^\varepsilon(z)$ holds.

The following result (see for example Theorem 6.3.2 in [1]) gives sufficient conditions for the operator $T_{\hat{\Phi}}$ in (12) to be maximal monotone.

**Proposition 2.4** The following statements hold:

(a) $T_{\hat{\Phi}}$ is monotone;

(b) if the function $\hat{\Phi}_{z} : Z \to (-\infty, +\infty]$ is closed convex for every $z \in Z$, then $Z$ is convex and $T_{\hat{\Phi}}$ is maximal monotone.

Note that, due to the definition of $T^\varepsilon$, the verification of the inclusion $v \in T^\varepsilon(x)$ requires checking an infinite number of inequalities. This verification is feasible only for specially structured instances of operators $T$. However, it is possible to compute points in the graph of $T^\varepsilon$ using the following weak transportation formula [3].
Proposition 2.5 Suppose that $T : Z \rightrightarrows Z$ is maximal monotone. Moreover, for $i = 1, \ldots, k$, let $z_i, r_i \in Z$ and $\varepsilon_i, \alpha_i \in \mathbb{R}_+$ satisfying $\sum_{i=1}^k \alpha_i = 1$ be given and define

$$z^a = \sum_{i=1}^k \alpha_i z_i, \quad r^a = \sum_{i=1}^k \alpha_i r_i, \quad \varepsilon^a = \sum_{i=1}^k \alpha_i [\varepsilon_i + \langle z_i - z^a, r_i - r^a \rangle].$$

Then, the following statements hold:

(a) if $r_i \in T^{\varepsilon_i}(z_i)$ for every $i = 1, \ldots, k$, then $\varepsilon^a \geq 0$ and $r^a \in T^{\varepsilon^a}(z^a)$;
(b) if $T = T_{\Phi}$, where $\Phi$ is a saddle function satisfying the assumptions of Proposition 2.4(b) and the stronger inclusion $r_i \in \partial_{\varepsilon_i}(\Phi_{x^a})(z_i)$ holds for every $i = 1, \ldots, k$, then $r^a \in \partial_{\varepsilon^a}(\Phi_{x^a})(z^a)$.

2.2 Accelerated method for composite convex optimization

This subsection reviews a variant of Nesterov’s accelerated first-order method [22,32] for minimizing a (possibly strongly) convex composite function. In what follows, we refer to convex functions as 0-strongly convex functions. This terminology has the benefit of allowing us to treat both the convex and strongly convex cases simultaneously.

Let $\mathcal{X}$ denote a finite dimensional inner product space with an inner product denoted by $\langle \cdot, \cdot \rangle_{\mathcal{X}}$ and a norm denoted by $\| \cdot \|_{\mathcal{X}}$ which is not necessarily the one induced by the inner product. Consider the following composite optimization problem:

$$\inf\{f(x) + g(x) : x \in \mathcal{X}\}, \quad (15)$$

where $f : \mathcal{X} \subset \mathcal{X} \rightarrow \mathbb{R}$ and $g : \mathcal{X} \rightarrow [-\infty, +\infty]$ satisfy the following conditions:

(A.1) $g$ is a proper closed $\mu$-strongly convex function;
(A.2) $\mathcal{X}$ is a convex set such that $\mathcal{X} \supset \text{dom } g$;
(A.3) there exist a constant $L > 0$ and a function $\nabla f : \mathcal{X} \rightarrow \mathcal{X}$ such that for every $x, x' \in \mathcal{X}$,

$$f(x') + \langle \nabla f(x'), x - x' \rangle_{\mathcal{X}} \leq f(x) \leq f(x') + \langle \nabla f(x'), x - x' \rangle_{\mathcal{X}} + \frac{L}{2}\|x - x'\|_{\mathcal{X}}^2.$$ 

Even though the map $\nabla f$ is not necessarily the gradient of $f$, it plays a similar role to it and hence our notation.

The accelerated method for solving problem (15) stated below requires the specification of a point $x_0 \in \text{dom } g$ and a function $h : \mathcal{X} \rightarrow (-\infty, \infty]$ satisfying

(A.4) $h$ is a proper closed convex function such that $\text{dom } h \supset \text{dom } g$;
(A.5) $h$ is 1-strongly convex on $\text{dom } g$;
(A.6) $x_0 = \text{argmin}\{h(x) : x \in \text{dom } g\}$.

Clearly, if $\text{dom } g$ is closed then the above optimization problem always has an unique global minimum which can be taken to be the point $x_0$. The special case of the method below with $\mu = 0$ is the same as the accelerated variant stated in Algorithm 3 of [32]. Its proof for $\mu > 0$ is not given in [32] but follows along the same line as the one for Algorithm 3 of [32] (see also Section 2.2 of [13]) for the proof of the case where $\mu > 0$, $\mathcal{X}$ is closed and $h(\cdot) = \| \cdot - u_0 \|^2 / 2$ for some $u_0 \in \mathcal{X}$).
**Algorithm 1**  A variant of Nesterov’s accelerated method:

(0) Set $A_0 := 0$, $\Theta_0 := 0$, $k = 1$ and $\bar{x}_0 = x_0$ where $x_0$ is as in A.6;

(1) compute

$$A_k := A_{k-1} + \frac{(1 + \mu A_{k-1}) + \sqrt{(1 + \mu A_{k-1})^2 + 4L(1 + \mu A_{k-1})A_{k-1}}}{2L}, \quad (16)$$

$$\bar{x}_k := \frac{A_{k-1}}{A_k} \bar{x}_{k-1} + \frac{A_k - A_{k-1}}{A_k} x_{k-1}, \quad (17)$$

$$\Theta_k := \frac{A_{k-1}}{A_k} \Theta_{k-1} + \frac{A_k - A_{k-1}}{A_k} [f(\bar{x}_k) + \langle \nabla f(\bar{x}_k), \cdot - \bar{x}_k \rangle_X]; \quad (18)$$

(2) iterate $x_k$ and $\bar{x}_k$ as

$$x_k := \arg\min \left\{ \Theta_k(x) + g(x) + \frac{1}{A_k} h(x) \right\}, \quad (19)$$

$$\bar{x}_k := \frac{A_{k-1}}{A_k} \bar{x}_{k-1} + \frac{A_k - A_{k-1}}{A_k} x_k; \quad (20)$$

(3) set $k \leftarrow k + 1$ and go to step 1.

end

The main technical result which yields the convergence rate of the above accelerated method is as follows.

**Proposition 2.6** The sequences $\{A_k\}$, $\{\bar{x}_k\}$ and $\{\Theta_k\}$ generated by Algorithm 1 satisfy the following inequalities for any $k \geq 1$:

$$A_k \geq \frac{1}{L} \max \left\{ \frac{k^2}{4} \left( 1 + \frac{\sqrt{\mu}}{4L} \right)^{2(k-1)} \right\}, \quad (21)$$

$$\Theta_k \leq f, \quad (f + g)(\bar{x}_k) \leq \Theta_k(x) + g(x) + \frac{1}{A_k} [h(x) - h(x_0)], \quad \forall x \in \text{dom } g. \quad (22)$$

3. The NE-HPE framework

This section describes an extension of the non-Euclidean HPE framework introduced in [27] for finding an approximate solution of the monotone inclusion problem (4), and establishes ergodic convergence rate bounds for it. It also presents a specialization of the latter result in the context of the saddle-point SP($\Phi$).

It is assumed throughout this section that $\mathcal{Z}$ is an inner product space with inner product $\langle \cdot, \cdot \rangle$ and that $\| \cdot \|$ is a (general) norm in $\mathcal{Z}$ which is not necessarily the inner product induced norm.

Before presenting the framework, we introduce the notions of distance generating functions and Bregman distances used in our presentation.

**Definition 3.1** A proper closed convex function $w : \mathcal{Z} \to [-\infty, \infty]$ is called a distance generating function if it satisfies the following conditions:

(i) $W := \text{dom } w$ is closed and $W^0 := \text{int}(W) = \{ z \in \mathcal{Z} : \partial w(z) \neq \emptyset \};$
(ii) \( w \) restricted to \( W \) is continuous and \( w \) is continuously differentiable on \( W^0 \).

Moreover, \( w \) induces the Bregman distance \( d_{w}: Z \times W^0 \rightarrow \mathbb{R} \) defined as
\[
(d_{w})(z'; z) := w(z') - w(z) - \langle \nabla w(z), z' - z \rangle, \quad \forall (z', z) \in Z \times W^0.
\]

Clearly, \( W^0 \neq \emptyset \) due to Definition 3.1(i) and Theorem 23.4 of [23]. For simplicity, for every \( z \in W^0 \), the function \( (d_{w})(\cdot ; z) \) will be denoted by \( (d_{w})_z \) so that
\[
(d_{w})_z(z') = (d_{w})(z'; z), \quad \forall z' \in Z.
\]

The following useful identities follow straightforwardly from (20):
\[
\nabla (d_{w})_z(z') = -\nabla (d_{w})_z(z) = \nabla w(z') - \nabla w(z), \quad \forall z, z' \in W^0,
\]
\[
(d_{w})_z(z') - (d_{w})_z(z) = \langle \nabla (d_{w})_z(z), z' - z \rangle + (d_{w})_z(z'), \quad \forall z' \in Z, \forall z, z' \in W^0.
\]

We next describe the NE-HPE framework for solving (4) under the assumption that \( T : Z \supseteq Z \) is a maximal monotone operator. Its description is based on a distance generating function \( w \) whose domain \( W \) satisfies the following condition:

(B.1) \( \operatorname{ri}(\operatorname{Dom} T) \subset W^0 \).

Clearly, \( \operatorname{cl}(\operatorname{Dom} T) \subset W \) due to B.1 and the fact that, by Definition 3.1, \( W \) is closed.

**NE-HPE framework:**

(0) Let \( z_0 \in W^0 \) be given and set \( j = 1 \);

(1) choose \( \sigma_j \in [0, 1] \), and find \( \lambda_j > 0 \) and \( (\tilde{z}_j, z_j, \varepsilon_j) \in W \times W^0 \times \mathbb{R}_+ \) such that
\[
r_j := \frac{1}{\lambda_j} \nabla (d_{w})_{\tilde{z}_j}(z_{j-1}) \in T_{\varepsilon_j}(\tilde{z}_j),
\]
\[
(d_{w})_{\tilde{z}_j}(\tilde{z}_j) + \lambda_j \varepsilon_j \leq \sigma_j (d_{w})_{z_{j-1}}(\tilde{z}_j);
\]

(2) set \( j \leftarrow j + 1 \) and go to step 1.

**end**

We now make several remarks about the NE-HPE framework. First, the NE-HPE framework does not specify how to find \( \lambda_j \) and \( (\tilde{z}_j, z_j, \varepsilon_j) \) satisfying (26) and (27). The particular scheme for computing \( \lambda_j \) and \( (\tilde{z}_j, z_j, \varepsilon_j) \) depends on the instance of the framework under consideration and the properties of the operator \( T \). Second, if \( \sigma_j = 0 \) and the Bregman distance is nondegenerate in sense that \( (d_{w})_z(\tilde{z}) = 0 \) implies that \( z = \tilde{z} \), then (27) implies that \( \varepsilon_j = 0 \) and \( z_j = \tilde{z}_j \), and hence that \( r_j \in T(z_j) \) in view of (26). Therefore, the HPE error conditions (26) and (27) can be viewed as a relaxation of an iteration of the exact non-Euclidean proximal point method [10], namely,
\[
\frac{1}{\lambda_j} \nabla (d_{w})_{\tilde{z}_j}(z_{j-1}) \in T(z_j).
\]

Third, if \( w \) is strongly convex on \( \operatorname{ri}(\operatorname{Dom} T) \), then it follows from Proposition A.2 of Appendix that the above inclusion has a unique solution \( z_j \). Hence, for any given \( \lambda_j > 0 \), there always exists a triple \( (\tilde{z}_j, z_j, \varepsilon_j) \) of the form \( (z_j, z_j, 0) \) satisfying (26) and (27) with \( \sigma_j = 0 \). Clearly, the computation of such (exact) triple is usually not possible, and the use of (inexact) triples \( (\tilde{z}_j, z_j, \varepsilon_j) \) satisfying the HPE (relative) error conditions with \( \sigma_j > 0 \) provide much greater coverage and computational flexibility.
It is possible to show that some methods such as the ones in [12,13,16,18–21, 27,31] can be viewed as special instances of the NE-HPE framework. Section 4 presents another instance of the above framework in the context of the saddle-point problem (and hence with the stepsize \( \lambda_j \) chosen in an interval of the form \([\tau \lambda, \lambda]\) for arbitrary constants \( \lambda > 0 \) and \( \tau \in (0, 1) \), and the triple \((\tilde{z}_j, z_j, \epsilon_j)\) is obtained by means of the accelerated gradient method of Section 2.2 applied to a certain optimization problem.

In the remaining part of this subsection, we focus our attention on establishing ergodic convergence rate bounds for the NE-HPE framework. We start by deriving some preliminary technical results.

**Lemma 3.2** For every \( j \geq 1 \), the following statements hold:

(a) For every \( z \in W \), we have

\[
(dw)_{j-1}(z) - (dw)_j(z) = (dw)_{j-1}(\tilde{z}_j) - (dw)_j(\tilde{z}_j) + \lambda_j(r_j, \tilde{z}_j - z);
\]

(b) For every \( z \in W \), we have

\[
(dw)_{j-1}(z) - (dw)_j(z) \geq (1 - \sigma_j)(dw)_{j-1}(\tilde{z}_j) + \lambda_j((r_j, \tilde{z}_j - z) + \epsilon_j).
\]

**Proof**

(a) Using (25) twice and using the definition of \( r_j \) given in (26), we have that

\[
(dw)_{j-1}(z) - (dw)_j(z) = (dw)_{j-1}(z_j) + \langle \nabla (dw)_{j-1}(z_j), z - z_j \rangle
\]

\[
= (dw)_{j-1}(z_j) + \langle \nabla (dw)_{j-1}(z_j), \tilde{z}_j - z_j \rangle + \langle \nabla (dw)_{j-1}(z_j), z - \tilde{z}_j \rangle
\]

\[
= (dw)_{j-1}(\tilde{z}_j) - (dw)_j(\tilde{z}_j) + \langle \nabla (dw)_{j-1}(z_j), z - \tilde{z}_j \rangle
\]

\[
= (dw)_{j-1}(\tilde{z}_j) - (dw)_j(\tilde{z}_j) + \lambda_j(r_j, \tilde{z}_j - z).
\]

(b) This statement follows as an immediate consequence of (a) and (27).

The following result follows as an immediate consequence of Lemma 3.2(b).

**Lemma 3.3** For every \( j \geq 1 \) and \( z \in W \), we have that

\[
(dw)_{j-1}(z) - (dw)_j(z) \geq \sum_{i=1}^{j} (1 - \sigma_i)(dw)_{j-1}(\tilde{z}_i) + \sum_{i=1}^{j} \lambda_i[\epsilon_i + \langle r_i, \tilde{z}_i - z \rangle].
\]

**Proof**

The lemma follows by adding the inequality in Lemma 3.2(b) from 1 to \( j \).

**Lemma 3.4** For every \( j \geq 1 \), define \( \Lambda_j := \sum_{i=1}^{j} \lambda_i \),

\[
\tilde{z}_j^\alpha := \frac{1}{\Lambda_j} \sum_{i=1}^{j} \lambda_i \tilde{z}_i, \quad r_j^\alpha := \frac{1}{\Lambda_j} \sum_{i=1}^{j} \lambda_i r_i, \quad \epsilon_j^\alpha := \frac{1}{\Lambda_j} \sum_{i=1}^{j} \lambda_i[\epsilon_i + \langle r_i, \tilde{z}_i - \tilde{z}_j^\alpha \rangle].
\]

where \( r_i \) is defined in (26). Then, we have

\[
\epsilon_j^\alpha \geq 0, \quad r_j^\alpha \in T_{\Lambda_j}^\alpha(\tilde{z}_j^\alpha),
\]

\[
\epsilon_j^\alpha + \langle r_j^\alpha, \tilde{z}_j^\alpha - z \rangle \leq \frac{(dw)_j(z)}{\Lambda_j}, \quad \forall z \in W.
\]
Proof The relations on (28) follow from (26) and Proposition 2.5(a). Moreover, Lemma 3.3, the assumption that \( \sigma_j \in [0, 1] \), and the definitions of \( \epsilon^a_j \) and \( r^a_j \), imply that for every \( z \in W \),

\[
(dw)_{z_0}(z) - (dw)_{z_j}(z) \geq \sum_{i=1}^{j} \lambda_i [\epsilon_i + \langle r_i, \tilde{z}_i - z \rangle]
\]

\[
= \sum_{i=1}^{j} \lambda_i [\epsilon_i + \langle r_i, \tilde{z}_i - \tilde{z}^a_j \rangle + \langle r_i, \tilde{z}^a_j - z \rangle] = \Lambda_j [\epsilon^a_j + \langle r^a_j, \tilde{z}^a_j - z \rangle],
\]

and hence that (29) holds.

For any nonempty compact convex set \( \Omega \subset W \), define

\[
R(z_0; \Omega) := \max\{(dw)_{z_0}(z) : z \in \Omega\}.
\]

Clearly, \( R(z_0; \Omega) \) is finite due to the fact that \((dw)_{z_0}(\cdot)\) is a continuous function on \( W \) (see Definition 3.1(ii)).

We are now ready to state the main result of this subsection which establishes an ergodic convergence rate bound for the NE-HPE framework.

**Theorem 3.5** For every \( j \geq 1 \), define \( \Lambda_j, \tilde{z}^a_j, r^a_j \) and \( \epsilon^a_j \) as in Lemma 3.4, and also

\[
\tilde{\epsilon}_j := \epsilon^a_j + \max\{(r^a_j, \tilde{z}^a_j - z) : z \in \Omega\},
\]

where \( \Omega \subset W \) is a nonempty compact convex set. Then, for every \( j \geq 1 \), we have

\[
\tilde{\epsilon}_j \leq \frac{R}{\Lambda_j},
\]

\[
\tilde{z}^a_j \in \Omega \implies 0 \in (T_\Omega)_{\tilde{\epsilon}_j}(\tilde{z}^a_j),
\]

where \( T_\Omega := T + \partial I_\Omega \) and \( R := R(z_0; \Omega) \). Moreover, if \( \text{Dom} \ T \) is bounded and \( \Omega = \text{cl}(\text{Dom} \ T) \), then \( 0 \in (T_\Omega)_{\tilde{\epsilon}_j}(\tilde{z}^a_j) \) for every \( j \geq 1 \).

Proof Inequality (29), the definition of \( R = R(z_0; \Omega) \) in (30) and the definition of \( \tilde{\epsilon}_j \) in (31) clearly imply (32). Now, assume that \( \tilde{z}^a_j \in \Omega \) and let \( \delta_j := \tilde{\epsilon}_j - \epsilon^a_j \). Then, (31), the inclusion \( \tilde{z}^a_j \in \Omega \), and the definitions of the \( \epsilon \)-subdifferential and the indicator function in (9) and (10), respectively, imply that \(-r^a_j \in \partial \delta_j (I_\Omega)(\tilde{z}^a_j)\). This inclusion, the inclusion in (28), and Proposition 2.1(a), then imply that

\[
0 \in T^\delta_\Omega(\tilde{z}^a_j) + (\partial I_\Omega)^\delta(\tilde{z}^a_j) \subset (T + \partial I_\Omega)^{\delta + \tilde{\epsilon}_j}(\tilde{z}^a_j) = (T_\Omega)_{\tilde{\epsilon}_j}(\tilde{z}^a_j),
\]

where the last equality is due to the definitions of \( \tilde{\epsilon}_j \) and \( T_\Omega \).

To prove the last assertion of the theorem, assume that \( \Omega = \text{cl}(\text{Dom} \ T) \) and note that \( \Omega \) is convex due to Theorem 1 of [25]. Also, in view of Proposition 2.1(b) and the fact that \( \tilde{z}_j \in \text{Dom} \ T^{\tilde{\epsilon}_j} \) (see (26)), we conclude that \( \tilde{z}_j \in \text{cl}(\text{Dom} \ T) = \Omega \) for every \( j \geq 1 \). Hence, the convexity of \( \Omega \) and the definition of \( \tilde{z}^a_j \) in Lemma 3.4 imply that \( \tilde{z}^a_j \in \Omega \), and hence that \( 0 \in (T_\Omega)_{\tilde{\epsilon}_j}(\tilde{z}^a_j) \) due to (33). The assertion now follows from Proposition 2.2.

We now make a few remarks about Theorem 3.5. First, \( \tilde{\epsilon}_j \) in (31) can be easily computed for those instances of (31) for which the minimization of a linear function on \( \Omega \) can be trivially performed. Second, if \( \Lambda_j \) grows to \( \infty \), relation (32) implies that any limit point of \( \tilde{z}^a_j \) is a solution...
of (4). Third, relation (32) implies that the convergence rate of \( \tilde{z}_j^a \), measured in terms of the size of \( \tilde{e}_j \), is on the order of \( O(1/\Lambda_j) \). Clearly, this convergence rate reduces to \( O(1/j) \) for the case in which the sequence of stepsizes \( \{\lambda_j\} \) is constant.

To state a variation of Theorem 3.5 in the context of the saddle-point problem, consider the following notion of an approximate solution of the saddle-point inclusion (14).

**Definition 3.6** A pair \( (z, \varepsilon) \in Z \times \mathbb{R}_+ \) is called a near-saddle-point of \( \hat{\Phi} \) if \( 0 \in \partial \varepsilon(\hat{\Phi}_z)(z) \). Moreover, for a given \( \tilde{e} \geq 0 \), \( (z, \varepsilon) \) is called an \( \tilde{e} \)-saddle-point of \( \hat{\Phi} \) if \( 0 \in \partial \varepsilon(\hat{\Phi}_z)(z) \) and \( \varepsilon \leq \tilde{e} \).

Clearly, \( z \) is a saddle-point of \( \hat{\Phi} \) if and only if \( (z, 0) \) is a near-saddle-point of \( \hat{\Phi} \).

**Corollary 3.7** Assume now that \( T = T_{\hat{\Phi}} \), where \( \hat{\Phi} \) is a saddle function satisfying the assumptions of Proposition 2.4(b) and consider an instance of the NE-HPE framework in which every \( (\tilde{z}_j, z_j, \varepsilon_j) \) satisfies the stronger inclusion

\[
r_j \in \partial \varepsilon(\hat{\Phi}_z)(\tilde{z}_j), \quad \forall j \geq 1,
\]

(34)

where \( r_j \) is defined in (26). Also, for every \( j \geq 1 \), define \( \Lambda_j, \tilde{z}_j^a, r_j^a \) and \( \varepsilon_j^a \) as in Lemma 3.4 and \( \tilde{e}_j \) as in (31) where \( \Omega := \Omega_X \times \Omega_Y \subset W \) is a nonempty convex compact set. Then, the following statements hold:

(a) every pair \( (\tilde{z}_j^a, \tilde{e}_j) \) such that \( \tilde{z}_j^a \in \Omega \) is a near-saddle-point of the map \( \hat{\Phi} \) restricted to \( \Omega \cap (X \times Y) \) and \( \tilde{e}_j \) is bounded according to (32) where \( R := R(\Omega; \Omega) \);

(b) if \( X \times Y \) is bounded, \( \Omega = \text{cl}(X \times Y) \) and \( \{\lambda_j\} \subset [\tilde{\lambda}, \infty) \) for some \( \tilde{\lambda} > 0 \), then for any given \( \tilde{e} \geq 0 \), there exists \( j_0 = \mathcal{O}([R/(\tilde{\lambda}\tilde{e})]) \) such that \( (\tilde{z}_j^a, \tilde{e}_j) \) is an \( \tilde{e} \)-saddle-point of \( \hat{\Phi} \) for every \( j \geq j_0 \).

**Proof** (a) The justification of the bound on \( \tilde{e}_j \) is similar to that given in the proof of Theorem 3.5. By (34) and Proposition 2.5(b), we have that \( r_j^a \in \partial \varepsilon(\Phi_{z_j})(\tilde{z}_j^a) \). Now using this inclusion, the assumption that \( \tilde{z}_j^a \in \Omega \), and similar arguments as in the proof of Theorem 3.5, we conclude that

\[
0 \in (\partial \varepsilon(\Phi_{z_j}) + \partial \varepsilon[I_\Omega])(\tilde{z}_j^a) \subset \partial \varepsilon(\Phi_{z_j} + I_\Omega)(\tilde{z}_j^a),
\]

and hence that \( (\tilde{z}_j^a, \tilde{e}_j) \) is a near-saddle-point of the map \( \hat{\Phi} \) restricted to \( \Omega \cap (X \times Y) \).

(b) Note that the assumption that \( \Omega = \text{cl}(X \times Y) \) easily implies that \( \Phi_{z_j} + I_\Omega = \Phi_{z_j} \) and \( \tilde{z}_j^a \in \Omega \) for every \( j \geq 1 \). Thus, this statement follows directly from statement (a), bound (32) and the assumption that \( \{\lambda_j\} \subset [\tilde{\lambda}, \infty) \).

We end this section by noting that the validity of the conclusion of Corollary 3.7(a) requires the condition \( \tilde{z}_j^a \in \Omega \) which is generally not guaranteed to hold. Statement (b) guarantees the latter condition by taking \( \Omega = \text{cl}(X \times Y) \) but this choice requires us to assume that \( X \times Y \) is bounded. Hence, the most polished form of Corollary 3.7 (in the sense that the conclusion of (b) holds) can only be guaranteed when the feasible region of the saddle-point SP(\( \hat{\Phi} \)) is bounded.

4. **An accelerated instance of the NE-HPE framework**

This section presents and establishes the (inner) iteration-complexity of a particular instance of the NE-HPE framework for solving the saddle-point problem where the triple \( (\tilde{z}_j, z_j, \varepsilon_j) \) in step 1 of the framework is computed with the aid of the accelerated gradient method of Section 2.2.
Throughout this section, we assume that $\mathcal{X}, \mathcal{Y}, \mathcal{Z}, X, Y, Z, (\cdot, \cdot)_{\mathcal{X}}, (\cdot, \cdot)_{\mathcal{Y}}, (\cdot, \cdot)$ and $\Phi$ are as in Section 2.1.2. Moreover, let $\| \cdot \|_{\mathcal{X}}$ and $\| \cdot \|_{\mathcal{Y}}$ be norms in $\mathcal{X}$ and $\mathcal{Y}$, respectively, which are not necessarily the ones induced by their corresponding inner products. Our problem of interest is the saddle-point problem $SP(\Phi)$ endowed with a certain composite structure on the space $\mathcal{X}$ which consists of the existence of a proper closed convex function $\phi : \mathcal{X} \to (-\infty, +\infty]$ and a function $\hat{\Phi} : \text{dom } \Phi \supset Z \to \mathbb{R}$ satisfying

$$\text{dom } \phi = X, \quad \text{(35)}$$

$$\hat{\Phi}(x,y) = \Phi(x,y) + \phi(x), \quad \forall (x,y) \in Z, \quad \text{(36)}$$

and the following additional conditions:

(C.1) $Z$ is a nonempty bounded convex set;
(C.2) for every $z \in Z$, the function $\hat{\Phi}_z$ given in (13) is closed and convex;
(C.3) for every $y \in Y$, the function $\Phi(\cdot,y)$ is differentiable on $X$ and there exist nonnegative constants $L_{xx}$ and $L_{xy}$ such that

$$\| \nabla_{x} \Phi(x',y') - \nabla_{x} \Phi(x,y) \|_{\mathcal{X}} \leq L_{xx} \| x - x' \|_{\mathcal{X}} + L_{xy} \| y - y' \|_{\mathcal{Y}}, \quad \forall (x,y), (x',y') \in X \times Y,$$

where $\| \cdot \|_{\mathcal{X}}^{*}$ denotes the dual norm of $\| \cdot \|_{\mathcal{X}}$ defined as

$$\| x \|_{\mathcal{X}}^{*} := \max_{\| x' \|_{\mathcal{X}} = 1} \{ \langle x, x' \rangle_{\mathcal{X}} : x' \in \mathcal{X} \}, \quad \forall x \in \mathcal{X}.$$

We now make two remarks about the above conditions. First, condition C.2 and Proposition 2.4(b) imply that the operator $T_{\hat{\Phi}}$ given by (12) is maximal monotone. Second, problem (3) with the condition that $\nabla f$ is Lipschitz continuous on $X$, i.e. $\| \nabla f(x) - \nabla f(x') \|_{\mathcal{X}} \leq L \| x - x' \|_{\mathcal{X}}$ for every $x, x' \in X$, is a special case of the saddle-point problem considered in this section in which $X \times Y = \text{dom } g_{1} \times \text{dom } g_{2}, \phi = g_{1}, \Phi(x,y) = f(x) + \langle y, Ax \rangle - g_{2}(y)$ for every $(x,y) \in \text{dom } f \times \text{dom } g_{2}, L_{xx} = L$ and $L_{xy} = \max \{ \| Ax \|_{Y}^{*} : \| x \|_{\mathcal{X}} \leq 1 \}$.

Our goal in this section is to develop an accelerated instance of the NE-HPE framework for (approximately) solving (in the sense of Definition 3.6) the saddle-point problem $SP(\hat{\Phi})$, or equivalently, inclusion (14), under the above assumptions.

We start by describing the structure of the distance generating function used by our instance. Let $w_{1} : \mathcal{X} \to [-\infty, \infty]$ and $w_{2} : \mathcal{Y} \to [-\infty, \infty]$ be distance generating functions with domain $W_{1} \subset \mathcal{X}$ and $W_{2} \subset \mathcal{Y}$, respectively. Letting $W = W_{1} \times W_{2}$ and $W^{0} = \text{int}(W)$, the function $w : \mathcal{Z} \to [-\infty, \infty]$ defined as

$$w(z) := w_{1}(x) + w_{2}(y), \quad \forall z = (x,y) \in \mathcal{Z}, \quad \text{(37)}$$

is a distance generating function whose domain is $W$ and which induces the Bregman distance

$$(dw)_{z}(z') := (dw_{1})_{x}(x') + (dw_{2})_{y}(y'), \quad \forall z = (x,y) \in W^{0}, \quad \forall z' = (x',y') \in \mathcal{Z}. \quad \text{(38)}$$

We further assume that the following conditions hold throughout this section:

(C.4) $\text{ri}(Z) \subset W^{0}$;
(C.5) $w_{1}$ (resp., $w_{2}$) is $\eta_{1}$-strongly (resp., $\eta_{2}$-strongly) convex on $X$ (resp., $Y$) for some $\eta_{1} > 0$ (resp., $\eta_{2} > 0$).

A few remarks are in order. First, C.4 and the closeness of $Z$ guarantee that $X \times Y = Z \subset W$ so that $X \times Y \subset \text{dom } w_{1} \times \text{dom } w_{2}$. Second, C.5 requires that $w$ restricted to $X \times Y$ is strongly
convex. Third, C.4 ensures that the operator \( T = T_{\Phi} \) given in (12) satisfies condition B.1, and hence that the results of Section 3 carry over to the present context.

To describe our instance, it suffices to explain how step 1 of the NE-HPE framework is implemented. This will be the subject of Section 4.1 below which describes a scheme for implementing this step based on the acceleration gradient method of Section 2.2. For now, we just mention that the stepsize \( \lambda_j \) is not chosen to be constant but rather is computed within an interval of the form \([\tau \lambda, \lambda]\), where \( \lambda > 0 \) and \( \tau \in (0, 1) \) are fixed throughout our instance. In addition, the scheme of Section 4.1 also describes how to compute a triple \((\tilde{z}_j, z_j, \varepsilon_j)\) satisfying condition (27) with \( d_w \) given in (38), and the stronger inclusion (34).

More specifically, Section 4.1 describes a scheme for solving the following problem.

\[
(P1) \text{ Given a pair } z_- = (x_-, y_-) \in W^0, \text{ and scalars } \sigma \in (0, 1], \lambda > 0 \text{ and } \tau \in (0, 1), \text{ the problem is to find } \tilde{\lambda} \in [\tau \lambda, \lambda] \text{ and a triple } (\tilde{z}, z, \varepsilon) \in W \times W^0 \times \mathbb{R}_+ \text{ such that }
\]

\[
r := \frac{1}{\tilde{\lambda}} \nabla (d_w)_{\tilde{z}}(z_-) \in \partial_\varepsilon (\tilde{\Phi}_z)(\tilde{z}), \quad (39)
\]

\[
(d_w)_{\tilde{z}}(\tilde{z}) + \tilde{\lambda} \varepsilon \leq \sigma (d_w)_{z_-}(\tilde{z}). \quad (40)
\]

with \( \tilde{\Phi}_z \) given in (13).

Note that problem (P1) is based on condition (34) instead of (26) with \( T = T_{\Phi} \). Recall that the first condition implies the latter one in view of Proposition 2.3.

In addition to Section 4.1, this section contains two other subsections. Section 4.2 completely describes the accelerated instance of the NE-HPE framework for solving \( SP(\tilde{\Phi}) \) and its corresponding iteration-complexity result. It also discusses optimal ways of choosing the prox stepsize in order to minimize the overall inner iteration-complexity of the instance. Finally, Section 4.3 gives the proof of the inner iteration-complexity result stated in Section 4.1.

### 4.1 An accelerated scheme for solving (P1)

This subsection presents a scheme for finding a solution of problem (P1) based on the accelerated gradient method of Section 2.2 applied to a certain regularized convex–concave min–max problem.

With the above goal in mind, consider the regularized convex–concave min–max problem

\[
\min_{x \in X} \max_{y \in Y} \tilde{\Phi}(x, y) + \frac{1}{\lambda}(d_w)_x(x) - \frac{1}{\lambda}(d_w)_y(y). \quad (41)
\]

It is easy to see that the exact solution of (41) determines a solution of (P1) with \( \sigma = 0 \) in which \( \tilde{\lambda} = \lambda \). Letting

\[
f_\lambda(x) := \max_{y \in Y} \left\{ \Phi(x, y) - \frac{1}{\lambda}(d_w)_y(y) \right\}, \quad \forall x \in X, \quad (42)
\]

\[
g_\lambda(x) := \frac{1}{\lambda}(d_w)_x(x) + \phi(x), \quad \forall x \in X, \quad (43)
\]

it follows from (36), (42) and (43) that (41) is equivalent to (15) with \((f, g) = (f_\lambda, g_\lambda)\). Moreover, conditions A.1 and A.2 are satisfied with \( \mu = \eta_1 / \lambda \) due to (42) and assumption C.5 which requires \( w_1 \) to be \( \eta_1 \)-strongly convex on \( X \). Also, the following result establishes the validity of A.3.
PROPOSITION 4.1  The following statements hold for every \( \lambda > 0 \):

(a) for every \( x \in X \), the point \( y_\lambda(x) \) defined as

\[
y_\lambda(x) := \operatorname{argmax}_{y \in Y} \left\{ \Phi(x, y) - \frac{1}{\lambda} (dw_2)_{y} (y) \right\}
\]

is well defined and lies in \( Y \cap \text{int}(W_2) \);

(b) the constant \( L = L_\lambda \) and function \( \nabla f = \nabla f_\lambda : X \to X \) defined as

\[
L_\lambda := 2 \left( L_{x\tau} + \frac{\lambda}{\eta_2} L_{y\tau}^2 \right), \quad \nabla f_\lambda(x) := \nabla_x \Phi(x, y_\lambda(x)), \quad \forall x \in X,
\]

respectively, satisfy condition A.3 with \( f = f_\lambda \).

Proof  (a) This statement follows from Proposition A.1 of Appendix with \( w = (1/\lambda)w_2, z_- = y_- \) and \( \psi = -\Phi(x, \cdot) + I_y \).

(b) This statement follows from Proposition 4.1 of [17] with the function \( \psi \) given by

\[
\psi(x, y) = \Phi(x, y) - \frac{1}{\lambda} (dw_2)_{y} (y), \quad \forall (x, y) \in X \times Y,
\]

and with \( \eta = 0 \) and \( \beta = \eta_2/\lambda \).

Next, we present a scheme for solving (P1) under the assumption that the input \( z_- \) lies in \( W_0 \cap Z \). The scheme consists on applying the accelerated method of Section 2.2, namely Algorithm 1, to problem (15) with \( (f, g) = (f_\lambda, g_\lambda) \), where \( f_\lambda \) and \( g_\lambda \) are as in (42) and (43), respectively, and choosing the function \( h \) as \( h = (1/\eta_1)(dw_1)_x \). Note that \( g \) and \( h \) defined in this manner satisfy condition A.1 with \( \mu = \eta_1/\lambda \) and condition A.4.

ALGORITHM 2  Accelerated scheme for solving (P1)

Input: \( \sigma \in (0, 1], \lambda > 0, \tau \in (0, 1) \) and \( z_- = (x_-, y_-) \in W_0 \cap Z \).

(0) Set \( A_0 = 0, k = 1, \tilde{\theta}_0 \equiv 0, \tilde{y}_0 = 0, L_\lambda \) as in (45), and \( x_0 = x_- \).

(1) compute \( A_k \) as in (16) with \( \mu = \eta_1/\lambda \), iterate \( \bar{x}_k \) as in (17), compute \( y_\lambda(\bar{x}_k) \) according to (44), and the affine function \( \tilde{\theta}_k \) as

\[
\tilde{\theta}_k := \frac{A_{k-1}}{A_k} \tilde{\theta}_{k-1} + \frac{A_k - A_{k-1}}{A_k} \left[ \Phi(\bar{x}_k, y_\lambda(\bar{x}_k)) + \langle \nabla_x \Phi(\bar{x}_k, y_\lambda(\bar{x}_k)), \cdot - \bar{x}_k \rangle \xi \right] \tag{46}
\]

(2) set

\[
\lambda_k = \left( \frac{1}{\lambda} + \frac{1}{\eta_1 A_k} \right)^{-1} \tag{47}
\]

and compute iterates \( x_k \) and \( \tilde{y}_k \) as

\[
x_k = \operatorname{argmin} \left\{ \tilde{\theta}_k(x) + \phi(x) + \frac{1}{\lambda_k} (dw_1)_{x} (x) \right\}, \tag{48}
\]

\[
\tilde{y}_k = \frac{A_{k-1}}{A_k} \tilde{y}_{k-1} + \frac{A_k - A_{k-1}}{A_k} y_\lambda(\bar{x}_k), \tag{49}
\]

and \( \bar{x}_k \) as in (20);
(3) if \( \lambda_k \geq \max \{1 - \sigma, \tau\} \lambda \), then compute \( y_k := y_{\lambda_k} (\bar{x}_k) \) according to (44), set \( \tilde{\lambda} = \lambda_k \), \( \tilde{z} = \bar{z}_k = (\bar{x}_k, y_k) \), \( z = (x_k, y_k) \) and

\[
\varepsilon = \varepsilon_k := \hat{\phi}(\bar{x}_k, y_k) - \hat{\Theta}_k (x_k) - \phi (x_k) - \frac{1}{\lambda_k} \langle \nabla (\mathbf{d}w)(z_\varepsilon), \bar{z}_k - z_k \rangle,
\]

output \( \tilde{\lambda} \) and the triple \((\tilde{z}, z, \varepsilon)\), and terminate; otherwise, set \( k \leftarrow k + 1 \) and go to step 1.

end

We now make several remarks about Algorithm 2. First, due to the stopping criterion and (47), Algorithm 2 outputs \( \tilde{\lambda} \in [\tau \lambda, \lambda] \). Second, it follows from Proposition A.1 of Appendix with \( \psi = \hat{\Theta}_k + \phi \), \( w = w_1 / \lambda_k \) and \( z_\varepsilon = x_k \). Third, due to Proposition A.1 and relations (35), (44) and (48), the output \( z \) lies in \( W^0 \cap Z \). Fourth, steps 1 and 2 of Algorithm 2 are specializations of steps 1 and 2 of Algorithm 1 to the instance of (15) in which \((f, g)\) is given by \((f_{\lambda}, g_{\lambda})\) with \( f_{\lambda} \) and \( g_{\lambda} \) as in (42) and (43), respectively. The only difference is the extra computation of \( \bar{y}_k \) in (49) which is used to compute the component \( \bar{z} \) of the output. Fifth, even though the affine function \( \hat{\Theta}_k \) given in (46) and the affine function \( \Theta_k \) given in (18) with \( f = f_{\lambda} \) are not the same, they both have the same gradient due to (45), and hence the subproblems (48) and (19) are equivalent. Sixth, each iteration of Algorithm 2 before the last one requires solving two subproblems, namely, (48) and one of the form (44), while the last one requires one additional subproblem of the form (44) in step 3. Seventh, when the termination criterion in step 3 is met, this extra step computes the output \( \tilde{\lambda} \) and \((\tilde{z}, z, \varepsilon)\) which solve (P1) (see Proposition 4.2). Eighth, another possible way to terminate Algorithm 2 would be to compute the triple \((\tilde{z}, z, \varepsilon) = (\tilde{z}_k, z_k, \varepsilon_k)\) as described in its step 3 at every iteration and check whether \( \tilde{\lambda} = \lambda_k \) and this triple satisfy the HPE error criterion (40). (They always satisfy (39) due to Proposition 4.2(a).) The drawback of this stopping criterion is that it requires solving an additional subproblem of the form (44) at every iteration. Our computational benchmark presented in Section 5 is based on the stopping criterion of Algorithm 2.

The following result establishes the correctness and iteration-complexity of Algorithm 2. Its proof is given in Section 4.3.

**Proposition 4.2** The following statements hold for every \( k \geq 1 \):

(a) the scalar \( \tilde{\lambda} = \lambda_k \) and the triple \((\tilde{z}, z, \varepsilon) = (\tilde{z}_k, z_k, \varepsilon_k)\) satisfy inclusion (39);

(b) if \( \lambda_k \geq (1 - \sigma) \lambda \), then \( \tilde{\lambda} = \lambda_k \) and \((\tilde{z}, z, \varepsilon) = (\tilde{z}_k, z_k, \varepsilon_k)\) satisfy condition (40).

**Corollary 4.3** By performing at most

\[
O \left( \frac{\lambda \left( L_{xx} + \frac{\lambda}{\eta_2} L^2_{xy} \right)}{\eta_1} \right)
\]

iterations, Algorithm 2 terminates with a stepsize \( \tilde{\lambda} > 0 \) and a triple \((\tilde{z}, z, \varepsilon)\) which solve (P1).

**Proof** When Algorithm 2 terminates in step 3, it easily follows from (47) that the generated output \( \tilde{\lambda} = \lambda_k \) satisfies \( \tilde{\lambda} \in [\tau \lambda, \lambda] \). Hence, in view of Proposition 4.2, we conclude that Algorithm 2 outputs \( \tilde{\lambda} \) and \((\tilde{z}, z, \varepsilon)\) which solve (P1). Moreover, using the estimate \( A_k \geq k^2 / 4L_\lambda \) given in (21), and the definitions of \( L_\lambda \) and \( \lambda_k \) given in (45) and (47), respectively, it is easy to verify that the number of iterations until the stopping criterion of Algorithm 2 occurs is bounded by (50) (when \( \tau \) and \( \sigma \) are viewed as universal constants such that \( \max \{1 - \sigma, \tau\} \) is neither close to zero nor one).
4.2 An accelerated NE-HPE instance for solving SP(\(\hat{\Phi}\))

This subsection describes an accelerated instance of the NE-HPE framework for solving the saddle-point problem SP(\(\hat{\Phi}\)) and its corresponding iteration-complexity result. It also discusses optimal ways of choosing the prox stepsize in order to minimize the overall inner iteration-complexity of the instance.

We start by stating an accelerated instance of the NE-HPE framework for solving SP(\(\hat{\Phi}\)) which computes the required stepsize \(\lambda_j\) and triple \((\tilde{z}_j, z_j, \varepsilon_j)\) in its step 1 with the aid of Algorithm 2.

**Accelerated NE-HPE method for the saddle-point problem**

0) Let \(z_0 \in W^0, \lambda > 0, \sigma \in (0, 1)\) and \(\tau \in (0, 1)\) be given and set \(j = 1;\)

1) invoke Algorithm 2 with input \(\sigma, \lambda, \tau\) and \(z_{-} = z_{j-1}\) to obtain a stepsize \(\lambda_j \in [\tau \lambda, \lambda]\) and a triple \((\tilde{z}_j, z_j, \varepsilon_j)\) satisfying (34) and (27);

2) set \(j \leftarrow j + 1,\) and go to step 1.

**end**

In view of Proposition 4.2, the accelerated NE-HPE method satisfies the error conditions (34) and (27) of step 1 of the NE-HPE framework. Therefore, the accelerated NE-HPE method is clearly a special case of the NE-HPE framework. It follows that the ergodic (outer) convergence rate bound for the accelerated NE-HPE method is as described in Theorem 3.5.

**Theorem 4.4** Consider the sequence \(\{(\tilde{z}_j, z_j, \varepsilon_j)\}\) generated by the accelerated NE-HPE method applied to a saddle-point problem SP(\(\hat{\Phi}\)) which has the composite structure (35) and (36) and satisfies the assumptions C.1–C.3. Consider also the ergodic sequence \(\{\tilde{z}_a\}\) computed as in Lemma 3.4 and the sequence \(\{\tilde{\varepsilon}_j\}\) computed as in (31) with \(\Omega = Z\). Also, let \(R := R(z_0; Z)\) where \(R(z_0; Z)\) is as in (30). Then, the following statements hold:

(a) for every positive scalar \(\bar{\varepsilon}\), there exists

\[
  j_0 = \mathcal{O}\left(\left\lfloor \frac{R}{\lambda \bar{\varepsilon}} \right\rfloor \right)
\]

such that for every \(j \geq j_0, (\tilde{z}_j, \varepsilon_j)\) is an \(\bar{\varepsilon}\)-saddle-point of \(\hat{\Phi}\);

(b) each iteration of the accelerated NE-HPE method performs at most

\[
  \mathcal{O}\left(\left\lfloor \frac{\lambda \left( L_{xx} + \frac{\lambda}{\eta_{1}} L_{xy}^2 \right)}{\eta_{1}} \right\rfloor \right)
\]

inner iterations.

As a consequence, the accelerated NE-HPE method finds an \(\bar{\varepsilon}\)-saddle-point of \(\hat{\Phi}\) by performing no more than

\[
  \mathcal{O}\left(\left\lfloor \frac{\lambda \left( L_{xx} + \frac{\lambda}{\eta_{2}} L_{xy}^2 \right)}{\eta_{1}} \right\rfloor \left\lfloor \frac{R}{\lambda \bar{\varepsilon}} \right\rfloor \right)
\]

inner iterations.

**Proof** Since the accelerated NE-HPE method is a special instance of the NE-HPE framework, (a) follows from Corollary 3.7 (b) and from the fact that \(\lambda_j \geq \tau \lambda\) for every \(j \geq 1\). Statement
(b) follows from Proposition 4.2. The last assertion of the theorem follows immediately from (a) and (b).

We end this subsection by making a remark about the complexity bound (51) in light of the one obtained in relation (4.4) of [22]. Clearly, when \( \lambda = \bar{R}/\bar{\varepsilon} \), the complexity bound (51) reduces to

\[
O\left(1 + \frac{RL_{xy}}{\bar{\varepsilon}\sqrt{\eta_1\eta_2}} + \sqrt{\frac{RL_{xx}}{\bar{\varepsilon}\eta_1}}\right). \tag{52}
\]

It turns out that, by suitably scaling the distance generating functions \( w_1 \) and \( w_2 \), this bound reduces to

\[
O\left(1 + \frac{\sqrt{R_1R_2L_{xy}}}{\bar{\varepsilon}\sqrt{\eta_1\eta_2}} + \sqrt{\frac{R_1L_{xx}}{\bar{\varepsilon}\eta_1}}\right), \tag{53}
\]

where

\[
R_1 := \max\{(dw_1)_0(x) : x \in X\}, \quad R_2 := \max\{(dw_2)_0(y) : y \in Y\}.
\]

The latter bound generalizes the one in relation (4.4) of [22] which was shown to be valid only for a special bilinear structured case of \( \text{SP}(\hat{\Phi}) \).

To obtain the bound (53), consider the distance generating functions

\[
w_{1,0} := \theta w_1, \quad w_{2,0} := \theta^{-1} w_2,
\]

where \( \theta > 0 \) is a fixed parameter. Clearly, \( w_{1,0} \) (resp., \( w_{2,0} \)) is a distance generating function with domain \( W_1 \) (resp., \( W_2 \)) which is \( \theta\eta_1 \)-strongly convex on \( X \) (resp., \( \theta^{-1}\eta_2 \)-strongly convex on \( Y \)). In this case, \( R \) becomes

\[
R = \theta R_1 + \theta^{-1} R_2.
\]

Hence, choosing \( \theta = (R_2/R_1)^{1/2} \), the quantities \( R, \eta_1 \) and \( \eta_2 \) in this case reduce to

\[
R = 2\sqrt{R_1R_2}, \quad \eta_1 = \sqrt{\frac{R_2}{R_1}}\eta_1, \quad \eta_2 = \sqrt{\frac{R_1}{R_2}}\eta_2,
\]

and hence (52) reduces to (53).

### 4.3 Proof of Proposition 4.2

This subsection proves Proposition 4.2.

Given the input of problem (P1) and a point \( \bar{z} \in Z \cap W^0 \), the following result describes a way of generating a pair \((\bar{z}, \varepsilon)\) in terms of \( \hat{\Phi}_{\bar{z}} \) (as in (13)) and a convex function minorizing it so that (39) holds and (40) is satisfied whenever a suitable sufficient condition holds. This result will be used to show that Algorithm 2 obtains a scalar \( \bar{\lambda} \) and a triple \((\bar{z}, \bar{\lambda}, \varepsilon)\) which solve (P1).

**Lemma 4.5**  Consider the distance generating function \( w \) as in (37) and let \( \bar{\lambda} > 0, z_\bar{z} \in W^0 \) and \( \bar{z} \in Z \cap W^0 \) be given. Assume that there exists a proper closed convex function \( \Gamma_{\bar{z}} \) such that

\[<\text{natural text continued...}>\]
dom $\Gamma_{\tilde{z}} = Z$ and $\Gamma_{\tilde{z}} \leq \hat{\Phi}_{\tilde{z}}$ where $\hat{\Phi}_{\tilde{z}}$ is as in (13). Moreover, define the quantities

$$z := \arg\min_u \left\{ \Gamma_{\tilde{z}}(u) + \frac{1}{\lambda} (dw)_{\tilde{z}}(u) \right\},$$

$$\varepsilon := -\Gamma_{\tilde{z}}(z) - \langle r, \tilde{z} - z \rangle,$$

where

$$r := \frac{1}{\lambda} \nabla (dw)_{\tilde{z}}(z).$$

Then, the following statements hold:

(a) $z$ is well defined and $z \in Z \cap W^0$, and hence $r$ is well defined ;
(b) $\varepsilon \in [0, \infty)$ and (39) holds.
(c) if, in addition, for a given scalar $\sigma \geq 0$, we have

$$\frac{1 - \sigma}{\lambda} (dw)_{\tilde{z}}(\tilde{z}) \leq \inf \left\{ \Gamma_{\tilde{z}}(u) + \frac{1}{\lambda} (dw)_{\tilde{z}}(u) : u \in Z \right\},$$

then (40) holds.

Proof (a) The assumptions of the lemma clearly imply that $\tilde{z} \in Z \cap W^0 = \text{dom } \Gamma_{\tilde{z}} \cap W^0$. Hence, using the latter inclusion, assumption C.5 that $w$ is strongly convex over $Z = \text{dom } \hat{\Gamma}_{\tilde{z}}$ and relation (56), we conclude from Proposition A.1 of Appendix with $\psi = \tilde{\lambda} \Gamma_{\tilde{z}}$ that $z$ is well-defined, $z \in Z \cap W^0$ and satisfies

$$r \in \partial \Gamma_{\tilde{z}}(z).$$

(b) Clearly, $\varepsilon < \infty$ due to (55) and the fact that $\Gamma_{\tilde{z}}$ is proper. Using the assumption that $\Gamma_{\tilde{z}} \leq \hat{\Phi}_{\tilde{z}}$, and relations (55) and (58), we conclude that

$$\hat{\Phi}_{\tilde{z}}(u) \geq \Gamma_{\tilde{z}}(u) \geq \Gamma_{\tilde{z}}(z) + \langle r, u - z \rangle = \langle r, u - \tilde{z} \rangle - \varepsilon, \quad \forall u \in Z.$$

The latter conclusion together with the fact that (13) implies that $\hat{\Phi}_{\tilde{z}}(\tilde{z}) = 0$ then yield (39). Clearly, (59) with $u = \tilde{z}$ implies that $\varepsilon \geq 0$.

(c) Note that (54) and (57) imply that

$$\frac{1 - \sigma}{\lambda} (dw)_{\tilde{z}}(\tilde{z}) \leq \Gamma_{\tilde{z}}(z) + \frac{1}{\lambda} (dw)_{\tilde{z}}(z).$$

Moreover, relations (24)–(56) imply that

$$(dw)_{\tilde{z}}(\tilde{z}) - (dw)_{\tilde{z}}(z) = (dw)_{\tilde{z}}(\tilde{z}) + \langle \nabla (dw)_{\tilde{z}}(z), \tilde{z} - z \rangle = (dw)_{\tilde{z}}(\tilde{z}) - \tilde{\lambda} \langle r, \tilde{z} - z \rangle.$$

Now, using (55), (60) and (61), we conclude that

$$(dw)_{\tilde{z}}(\tilde{z}) + \tilde{\lambda} \varepsilon = (dw)_{\tilde{z}}(\tilde{z}) - \tilde{\lambda} [\Gamma_{\tilde{z}}(z) + \langle r, \tilde{z} - z \rangle]$$

$$= (dw)_{\tilde{z}}(\tilde{z}) - (dw)_{\tilde{z}}(z) - \tilde{\lambda} \Gamma_{\tilde{z}}(z) \leq \sigma (dw)_{\tilde{z}}(\tilde{z}),$$

and hence that (40) holds.

We now establish the following technical lemma which guarantees that the output of Algorithm 2 satisfies the conditions described in Lemma 4.5.
Lemma 4.6  For every $k \geq 1$, the scalar $\lambda_k$, triple $(\tilde{z}_k, z_k, \epsilon_k)$ and function $\tilde{\Theta}_k$ generated by Algorithm 2 satisfy the following statements:

(a) $\tilde{z}_k, z_k \in W^0 \cap Z$;
(b) $\Gamma_{\tilde{z}_k} : Z \to [-\infty, \infty]$ defined as

$$\Gamma_{\tilde{z}_k}(z) := \begin{cases} \tilde{\Theta}_k(x) + \phi(x) - \hat{\Phi}(\tilde{x}_k, y), & \forall z = (x, y) \in Z, \\ +\infty & \text{otherwise} \end{cases}$$

is a proper closed convex function such that $\text{dom} \Gamma_{\tilde{z}_k} = Z$ and $\Gamma_{\tilde{z}_k} \leq \hat{\Phi}_{\tilde{z}_k}$ where the latter function is defined in (13);
(c) $\lambda_k = \tilde{\lambda}$, $(\tilde{z}, z, \epsilon) = (\tilde{z}_k, z_k, \epsilon_k)$ and $\Gamma_k = \Gamma_{\tilde{z}_k}$ as in (62) satisfy (54) and (55).

As a consequence, $\tilde{\lambda} = \lambda_k$ and $(\tilde{z}, z, \epsilon) = (\tilde{z}_k, z_k, \epsilon_k)$ satisfy (39) for every $k \geq 1$.

Proof (a) First observe that the second remark following Algorithm 2 and Proposition 4.1(a) implies that $x_k \in X \cap \text{int}(W_1)$ and $y_k(\tilde{x}_k) \in Y \cap \text{int}(W_2)$ for every $k \geq 1$. Also, note that by (20) (resp., (49)), we have

$$\tilde{x}_k = \sum_{i=1}^{k} \frac{A_i - A_{i-1}}{A_k} x_i, \quad \tilde{y}_k = \sum_{i=1}^{k} \frac{A_i - A_{i-1}}{A_k} y_k(\tilde{x}_i)$$

and hence $\tilde{x}_k$ (resp., $\tilde{y}_k$) is a convex combination of the points $x_i$ (resp., $y_k(\tilde{x}_i)$), $i = 1, \ldots, k$. Since the set $X \cap \text{int}(W_1)$ (resp., $Y \cap \text{int}(W_2)$) is convex, we conclude that $\tilde{z}_k = (\tilde{x}_k, \tilde{y}_k) \in Z \cap W^0$. The conclusion that $z_k \in Z \cap W^0$ follows from the inclusion $x_k \in X \cap \text{int}(W_1)$, the definition of $y_k$ in step 3 of Algorithm 2 and Proposition 4.1(a).

(b) Using (13), the definition of $\Gamma_{\tilde{z}_k}$ in (62), condition C.2, the assumption that $\phi$ is a proper closed convex function, and the fact that $\tilde{\Theta}_k$ is an affine function, we easily that $\Gamma_{\tilde{z}_k}$ is a proper closed convex function with $\text{dom} \Gamma_{\tilde{z}_k} = Z$. Using the definitions of $\tilde{\Theta}_k$ and $\tilde{y}_k$ given in (46) and (48) as well as the fact that $\Phi(\cdot, y) - \Phi(x, \cdot)$ is convex for every $(x, y) \in Z$, we see that for every $x \in X$

$$\tilde{\Theta}_k(x) = \sum_{i=1}^{k} \frac{A_i - A_{i-1}}{A_k} [ \Phi(\tilde{x}_i, y_k(\tilde{x}_i)) + \langle \nabla_x \Phi(\tilde{x}_i, y_k(\tilde{x}_i)), x - \tilde{x}_i \rangle ]$$

$$\leq \sum_{i=1}^{k} \frac{A_i - A_{i-1}}{A_k} [ \Phi(x, y_k(\tilde{x}_i)) ] \leq \Phi \left( x, \sum_{i=1}^{k} \frac{A_i - A_{i-1}}{A_k} y_k(\tilde{x}_i) \right) = \Phi(x, \tilde{y}_k).$$

By (13), (36) and (62), we see that $\Gamma_{\tilde{z}_k}$ minorizes $\Phi_{\tilde{z}_k}$ if and only if $\tilde{\Theta}_k \leq \Phi(\cdot, \tilde{y}_k)$, and hence (b) follows.

(c) This statement follows directly from the definitions of $z_k$ and $\epsilon_k$ and relations (44), (48) and (62).

The last conclusion of the lemma follows directly from Lemma 4.5(b).

Lemma 4.7  If at the kth step of Algorithm 2, the condition $\lambda_k \geq (1 - \sigma) \lambda$ is satisfied, then $\tilde{\lambda} = \lambda_k$ and $(\tilde{z}, z, \epsilon) = (\tilde{z}_k, z_k, \epsilon_k)$ satisfy (57), and, as a consequence, condition (40).
Proof The last conclusion of the lemma follows from Lemma 4.5(c). Moreover, in view of (38) and (62), the first conclusion of lemma is equivalent to the condition that
\[
\frac{1 - \sigma}{\lambda_k} [(dw_1)_x (\tilde{x}_k) + (dw_2)_y (\tilde{y}_k)] \\
\leq \tilde{\Theta}_k(x) + \phi(x) - \Phi(\tilde{x}_k, y) + \frac{1}{\lambda_k} [(dw_1)_x (x) + (dw_2)_y (x)] \quad \forall (x, y) \in Z.
\] (64)

To show the latter condition, assume that \( \lambda_k \geq (1 - \sigma) \lambda \). For the purpose of applying Proposition 2.6, let
\[
x_0 = x_-, \quad f = f_\lambda, \quad g = g_\lambda, \quad h = (1/\eta_1)(dw_1)_{x-},
\] (65)

where \( f_\lambda \) and \( g_\lambda \) are as in (42) and (43), respectively. Note that the assumption that \( w_1 \) is strongly convex on \( X \) (see C.5) implies that \( x_0, g \) and \( h \) satisfy conditions A.4–A.6. Since the set \( X \) and the functional pair \( (f, g) \) satisfy conditions A.1–A.3, and Algorithm 2 corresponds to Algorithm 1 applied to (15) with \( x_0, f, g \) and \( h \) as above (see the fourth remark following Algorithm 2), it follows from Proposition 2.6, and relations (36), (42), (43) and (65), that
\[
\sum_{i=1}^{k} \frac{A_i - A_{i-1}}{A_i} [f_\lambda (\tilde{x}_i) + \langle \nabla f_\lambda (\tilde{x}_i), x - \tilde{x}_i \rangle] + g_\lambda (x) + \frac{1}{\eta_1 A_k} (dw_1)_{x-} (x) \geq (f_\lambda + g_\lambda)(\tilde{x}_k)
\]
(67)

Using (46), (63) and the convexity of \( (dw_2)_y (\cdot) \), we have
\[
\tilde{\Theta}_k(x) - \frac{1}{\lambda} (dw_2)_y (\tilde{y}_k)
\]
\[
\geq \sum_{i=1}^{k} \frac{A_i - A_{i-1}}{A_i} \left[ \Phi(\tilde{x}_i, y_\lambda (\tilde{x}_i)) + \langle \nabla_x \Phi(\tilde{x}_i, y_\lambda (\tilde{x}_i)), x - \tilde{x}_i \rangle \chi - \frac{1}{\lambda} (dw_2)_y (y_\lambda (\tilde{x}_i)) \right]
\]
\[
= \sum_{i=1}^{k} \frac{A_i - A_{i-1}}{A_i} [f_\lambda (\tilde{x}_i) + \langle \nabla f_\lambda (\tilde{x}_i), x - \tilde{x}_i \rangle] \chi, \quad (66)
\]

where the last equality is due to (42), (44) and (45). Combining (66) and (67), and using (43) and (47), we then conclude that
\[
\tilde{\Phi}(\tilde{x}_k, y) - \frac{1}{\lambda} (dw_2)_y (y) + \frac{1}{\lambda} (dw_1)_{x-} (\tilde{x}_k)
\]
\[
\leq \tilde{\Theta}_k(x) - \frac{1}{\lambda} (dw_2)_y (\tilde{y}_k) + g_\lambda (x) + \frac{1}{\eta_1 A_k} (dw_1)_{x-} (x)
\]
\[
\leq \tilde{\Theta}_k(x) - \frac{1}{\lambda} (dw_2)_y (\tilde{y}_k) + \phi(x) + \frac{1}{\lambda_k} (dw_1)_{x-} (x), \quad \forall (x, y) \in Z.
\]

Now, using (47) and the assumption that \( \lambda_k \geq (1 - \sigma) \lambda \), we have that \( (1 - \sigma) / \lambda_k \leq 1 / \lambda \leq 1 / \lambda_k \). Combining these inequalities with the previous relation, we obtain (64). ■

We now end this subsection by observing that Proposition 4.2 follows immediately from Lemmas 4.6 and 4.7.
5. Numerical experiments

This section presents computational results showing the numerical performance of the accelerated NE-HPE method on a collection of saddle-point problems. All the computational results were obtained using MATLAB R2014a on a Windows 64 bit machine with processor Intel 2.16 GHz with 4 GB memory.

The accelerated NE-HPE method (referred to as ACC-HPE) is compared with Nesterov’s smoothing scheme [22] (referred to as NEST). We have implemented both algorithms based on the Euclidean distance and the Bregman distance induced by the Kullback–Leibler divergence, namely, \( d_{\omega}(z^1) = \sum_i z_{1i} \log \left( \frac{z_{1i}}{z_{2i}} \right) + z_{1i} - z_{2i} \). Our computational results then consider four variants, namely, E-ACC-HPE, KL-ACC-HPE, E-NEST and KL-NEST, where the ones starting with E- (resp., KL-) are the ones based on the Euclidean (resp., Kullback–Leibler log distance). The implementation of all these variants are based on Nesterov’s accelerated gradient method discussed in Section 2.2, namely, Algorithm 1. However, a restarting feature is added to the implementation of both E-NEST and KL-NEST. Essentially, Algorithm 1 is restarted from the most recent iterate whenever the objective function of the smoothing subproblem fails to decrease. We have observed that adding the restarting feature to both E-NEST and KL-NEST resulted in a minor improvement of their performance (which is probably due to the smoothing nature of these two variants). The restarting feature was not added to the implementation of the HPE variants since it did not improve their performance (which is probably due to the fact that they perform a relatively small number of inner iterations to solve each of their subproblems). Finally, we could have compared the aforementioned variants with the accelerated method of [7]. However, since the E-ACC-HPE variant was compared with the accelerated method of [7] in reference [13] and the two methods were found to have similar performance, we have decided to leave the accelerated method of [7] out of our computational study in this section.

To improve the performance of the KL-variants, we have used the adaptive scheme for choosing the parameter \( L \) given in [32], i.e. the initial value of \( L \) is set to a fraction of the true Lipschitz constant value and is increased by a factor of 2 whenever it fails to satisfy a certain convergence criterion (see Equations (23) and (45) of [32]). The fraction \( 1/2^9 \) was used in our experiments. The same scheme was not used for the E-variants since we have observed that it does not improve their performance. The value of \( L \) at the last iteration divided by the true Lipschitz constant varied between 1/64 and 1 in our experiments. More specifically, this ratio was 1/64 for 1 instance, 1/32 for 3 instances, 1/8 for 1 instance, 1/4 for 4 instances, 1/2 for 12 instances and 1 for the remaining instances.

The following four subsections report computational results on the following classes of problems: (a) zero-sum matrix game, (b) quadratic game, (c) vector–matrix saddle-point and (d) minimizing the maximum of convex quadratic functions. The results are reported in tables and in performance profiles (see [9]). We recall the following definition of a performance profile. For a given instance, a method \( A \) is said to be at most \( x \) times slower than method \( B \) if the time taken by method \( A \) is at most \( x \) times the time taken by method \( B \). A point \((x, y)\) is in the performance profile curve of a method if it can solve exactly 100% of all the tested instances \( x \) times slower than any other competing method.

For the three first problem classes, the stopping criterion used to terminate all methods at the \( k \)th iteration is

\[
\max_{y \in Y} \hat{\Phi}(\tilde{x}_k, y) - \min_{x \in X} \hat{\Phi}(x, \tilde{y}_k) \leq \bar{\varepsilon}.
\]

The use of this criterion for the second and third problem classes is not the best strategy from the computational point of view, since the computation of the dual function involves solving a quadratic programming problem over the unit simplex. Note that our method has the ability to
compute at every iteration a pair \((\tilde{x}_k, \tilde{y}_k), \varepsilon_k\) such that the above inequality holds with \(\tilde{\varepsilon} = \varepsilon_k\) and hence the above termination criterion will be satisfied whenever \(\varepsilon_k \leq \bar{\varepsilon}\). Since the usual description of Nesterov’s smoothing scheme generates \((\tilde{x}_k, \tilde{y}_k)\) but not \(\varepsilon_k\), we have opted for the gap criterion but adopted the convention of excluding the effort to evaluate the dual functions from the reported cpu times. Since we do not implement Nesterov’s smoothing schemes for the fourth class of problems, we use for this class the stopping criterion \(\tilde{\varepsilon}_j \leq \bar{\varepsilon}\) where \(\tilde{\varepsilon}_j\) is as in (31). We let \(\mathbb{R}^n\) denote the \(n\)-dimensional Euclidean space and \(S^n\) denote the linear space of \(n \times n\) real symmetric matrices. The unit simplex in \(\mathbb{R}^n\) is defined as

\[
\Delta_n := \left\{ x \in \mathbb{R}^n : \sum_{i=1}^n x_i = 1, \ x \geq 0 \right\}.
\]  

(68)

5.1 Zero-sum matrix game problem

This subsection compares the performance of the four variants on instances of the zero-sum matrix game problem

\[
\min_{x \in \Delta_n} \max_{y \in \Delta_m} \langle x, Ay \rangle,
\]

where \(A\) is a real \(n \times m\) matrix and \(\Delta_n, \Delta_m\) are given in (68). The matrices were generated so that its elements are non-zero with probability \(p\) and the non-zero ones are randomly generated in the interval \([-1, 1]\). We have tested the methods for a set of problems with different sizes of matrices and different values of \(p\). The tolerance used here was \(\bar{\varepsilon} = 10^{-4}\).

Table 1 reports the results of the four variants applied to several instances of this problem with different sizes of matrices and different values of \(p\).

Figure 1 gives the performance profile for the same set of instances. Overall, it shows that the accelerated NE-HPE variants perform better than NEST variants on this set of zero-sum games instances.

Finally, we have observed that the instances in Table 1 which E-ACC-HPE performed too many iterations to solve (namely the first, second and last instances) are ones that satisfy \(n > m\). By running the algorithm with the transpose matrix so that now \(n < m\), we have observed a significant decrease in the number of iterations performed by E-ACC-HPE. We have, however, not reported these findings although it can be seen from Table 1 that instances with \(n < m\) are usually easy for E-ACC-HPE to solve.

### Table 1. Test results for the zero-sum matrix game problem (\(\bar{\varepsilon} = 1e - 4\)).

<table>
<thead>
<tr>
<th>Size</th>
<th>E-ACC-HPE</th>
<th>E-NEST</th>
<th>KL-ACC-HPE</th>
<th>KL-NEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n)</td>
<td>(m)</td>
<td>(p)</td>
<td>Time</td>
<td>Iter.</td>
</tr>
<tr>
<td>1000</td>
<td>100</td>
<td>0.01</td>
<td>174.364</td>
<td>131.359</td>
</tr>
<tr>
<td>1000</td>
<td>100</td>
<td>0.02</td>
<td>305.3871</td>
<td>254.661</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
<td>0.01</td>
<td>1.5908</td>
<td>978</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
<td>0.02</td>
<td>3.2378</td>
<td>1836</td>
</tr>
<tr>
<td>10,000</td>
<td>100</td>
<td>0.01</td>
<td>2.9961</td>
<td>531</td>
</tr>
<tr>
<td>10,000</td>
<td>100</td>
<td>0.02</td>
<td>3.3017</td>
<td>531</td>
</tr>
<tr>
<td>10,000</td>
<td>1000</td>
<td>0.01</td>
<td>2.8091</td>
<td>2961</td>
</tr>
<tr>
<td>10,000</td>
<td>1000</td>
<td>0.02</td>
<td>12,971.8</td>
<td>594,684</td>
</tr>
</tbody>
</table>
5.2 Quadratic game problem

This subsection compares the four variants on instances of the quadratic game problem

$$\min_{x \in \Delta_1} \max_{y \in \Delta_m} \frac{1}{2} \|Bx\|^2 + \langle x, Ay \rangle$$

for different sizes of matrices and different values of $p$. The matrices were generated in the same way as in the zero-sum matrix game problem (see Section 5.1). The tolerance used was $\bar{\epsilon} = 10^{-3}$.

Table 2 reports the results of the four variants applied to several instances of this problem with different sizes of matrices and different values of $p$.

Figure 2 gives the performance profile for the same set of instances. It shows that the accelerated NE-HPE variant based on the Euclidean (resp., Kullback–Leibler log) distance performs better than the NEST variant based on the Euclidean (resp., Kullback–Leibler log) distance on this set of quadratic game instances.

<table>
<thead>
<tr>
<th>Size</th>
<th>E-ACC-HPE</th>
<th>E-NEST</th>
<th>KL-ACC-HPE</th>
<th>KL-NEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>100</td>
<td>0.01</td>
<td>0.1814</td>
<td>25</td>
</tr>
<tr>
<td>100</td>
<td>1000</td>
<td>0.01</td>
<td>0.2905</td>
<td>45</td>
</tr>
<tr>
<td>1000</td>
<td>100</td>
<td>0.01</td>
<td>0.3812</td>
<td>765</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
<td>0.01</td>
<td>0.3706</td>
<td>60</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.1</td>
<td>0.4913</td>
<td>75</td>
</tr>
<tr>
<td>100</td>
<td>1000</td>
<td>0.1</td>
<td>0.3342</td>
<td>70</td>
</tr>
<tr>
<td>1000</td>
<td>100</td>
<td>0.1</td>
<td>10.4097</td>
<td>1140</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
<td>0.1</td>
<td>11.5278</td>
<td>1800</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.2</td>
<td>5.5546</td>
<td>460</td>
</tr>
<tr>
<td>100</td>
<td>1000</td>
<td>0.2</td>
<td>0.3995</td>
<td>95</td>
</tr>
<tr>
<td>1000</td>
<td>100</td>
<td>0.2</td>
<td>13.7596</td>
<td>2100</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
<td>0.2</td>
<td>19.4915</td>
<td>3805</td>
</tr>
</tbody>
</table>
5.3 Vector–matrix saddle-point problem

This subsection compares the four variants on instances of the vector–matrix saddle-point problem. Given \( c \in \mathbb{R}^n \), a real \( n \times n \) matrix \( B \) and a linear operator \( A : \mathbb{R}^n \rightarrow S_m \), the vector–matrix saddle-point problem is

\[
\min_{x \in \Delta_n} \frac{1}{2} \|Bx + c\|^2 + \theta_{\max}(A(x)),
\]

where \( \theta_{\max}(A(x)) \) denotes the largest eigenvalue of \( A(x) \). Such problem is equivalent to the saddle-point problem

\[
\min_{x \in \Delta_n} \max_{y \in \Omega} \frac{1}{2} \|Bx + c\|^2 + \langle A(x), y \rangle,
\]

where \( \Omega := \{ y \in S^m : \text{tr}(y) = 1, y \text{ is positive definite} \} \) and \( \Delta_n \) is given in (68). We have tested the four variants on a set of problems where the matrices \( B \) and \( A_i := A(e_i), i = 1, \ldots, n \), were generated so that its elements are non-zero with probability 0.1 and the non-zero ones are randomly generated in the interval \([-1, 1]\). (Here, \( e_i \) denotes the \( i \)th unit \( n \) dimensional vector.) The tolerance used was \( \bar{\varepsilon} = 10^{-3} \).

Table 3 reports the results of the four variants applied to several instances of this problem with different sizes of matrices.

Figure 3 gives the performance profile for the same set of instances. It also shows that the accelerated NE-HPE variants perform better than NEST variants on this set of vector–matrix saddle-point instances.

5.4 Minimizing the maximum of convex quadratic functions

Consider \( m \) convex quadratic functions given as

\[
f_i(x) = \frac{1}{2} x^T Q_i x + c_i^T x + \gamma_i, \quad \forall x \in \mathbb{R}^n
\]

where for each \( i = 1, \ldots, m \), \( Q_i \) are \( n \times n \) positive semidefinite symmetric matrices, \( c_i \in \mathbb{R}^n \) and \( \gamma_i \in \mathbb{R} \). Define \( f(x) = \max\{f_i(x) : i = 1, \ldots, m\} \). In this subsection, we use the accelerated
Table 3. Test results for the vector-matrix saddle-point game problem ($\bar{\epsilon} = 1e^{-3}$).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>$m$</td>
<td></td>
<td>$n$</td>
<td>$m$</td>
<td>$n$</td>
<td>$m$</td>
<td>$n$</td>
<td>$m$</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>31.7197</td>
<td>3090</td>
<td>6.9952</td>
<td>871</td>
<td>21.638</td>
<td>3355</td>
<td>23.0662</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>5.0795</td>
<td>207</td>
<td>25.8155</td>
<td>1061</td>
<td>26.4985</td>
<td>1585</td>
<td>25.2686</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>273.052</td>
<td>1870</td>
<td>265.815</td>
<td>1856</td>
<td>108.54</td>
<td>1585</td>
<td>198.779</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>2.8717</td>
<td>257</td>
<td>18.7195</td>
<td>1651</td>
<td>15.2115</td>
<td>2240</td>
<td>30.4799</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.7303</td>
<td>103</td>
<td>14.7265</td>
<td>876</td>
<td>63.6484</td>
<td>2300</td>
<td>57.2244</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>169.718</td>
<td>860</td>
<td>271.8164</td>
<td>1396</td>
<td>129.0064</td>
<td>1755</td>
<td>198.1275</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>31.9003</td>
<td>1587</td>
<td>78.1515</td>
<td>3329</td>
<td>19.7539</td>
<td>2520</td>
<td>34.9962</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>2.8319</td>
<td>149</td>
<td>15.8466</td>
<td>811</td>
<td>49.9772</td>
<td>1238</td>
<td>80.1758</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>92.403</td>
<td>710</td>
<td>118.0432</td>
<td>2085</td>
<td>147.0955</td>
<td>1930</td>
<td>209.543</td>
</tr>
</tbody>
</table>

Figure 3. Performance profile for the vector–matrix saddle-point problem ($\bar{\epsilon} = 1e^{-3}$).

NE-HPE method to solve the optimization problem

$$\min\{f(x) : x \in \Delta_n\},$$

where $\Delta_n$ is defined in (68). Clearly, the above problem is equivalent to the convex–concave saddle-point problem

$$\min_{x \in \Delta_n} \max_{y \in \Delta_m} \sum_{i=1}^{m} y_i f_i(x), \quad (69)$$

which is generally not a special case of the class of problems (3). However, it is a special case of the class of problems considered in Section 4 in which $X \times Y = \Delta_n \times \Delta_m$, $\phi = I_{\Delta_n}$ and $\Phi(x, y) = \sum_{i=1}^{m} y_i f_i(x)$ for all $(x, y) \in \mathbb{R}^n \times \Delta_m$. Hence, problem (69) can be solved by the accelerated NE-HPE method of Section 4.2.

Results are reported in Table 4 for eight instances of the above problem in which $Q_i$ and $c_i$, $i = 1, \ldots, m$, are randomly generated for different pairs $(n, m)$. The tolerance used was $\bar{\epsilon} = 10^{-4}$. 

Table 4. Test results for the maximum of convex quadratic functions problem ($\bar{\epsilon} = 1e^{-4}$).

<table>
<thead>
<tr>
<th>Size</th>
<th>E-ACC-HPE</th>
<th>KL-ACC-HPE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>m</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

6. Concluding remarks

In this section, we make some final remarks about the computational results described in this section. We have shown in Section 4.2 that the accelerated NE-HPE method has the same complexity as Nesterov’s smoothing technique of [22]. The experiment results of this section involving three problem sets have shown that the accelerated NE-HPE variants outperform the variants of Nesterov’s smoothing scheme. The experiments have also shown that the accelerated NE-HPE variant based on the Euclidean distance performs better than the accelerated NE-HPE variant based on the Kullback–Leibler log distance.
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Appendix

This appendix presents two existence/uniqueness results about solutions of certain regularized convex minimization and/or monotone inclusion problems.

We begin by stating without proof a well-known result about regularized convex minimization problems.

**Proposition A.1** Let \( \psi : \mathcal{Z} \rightarrow [-\infty, \infty] \) be a proper closed convex function and \( w \) be a distance generating function such that \( \text{dom} \, \psi \cap \text{int}(\text{dom} \, w) \neq \emptyset \) and \( w \) is strongly convex on \( \text{dom} \, \psi \). Then, for any \( z_- \in \text{dom} \, \psi \cap \text{int}(\text{dom} \, w) \), the problem

\[
\inf \{ \psi(u) + (dw)_- (u) : u \in \mathcal{Z} \}
\]

has a unique optimal solution \( z \), which necessarily lies in \( \text{dom} \, \psi \cap \text{int}(\text{dom} \, w) \). Moreover, \( z \) is the unique zero of the inclusion \( \nabla w(z_) \in (\partial \psi + dw)(z) \).

The next result gives a version of Proposition A.1 in the context of regularized monotone operators.

**Proposition A.2** Let \( T : \mathcal{Z} \rightrightarrows \mathcal{Z} \) be a maximal monotone operator and \( w : \mathcal{Z} \rightarrow [-\infty, \infty] \) be a distance generating function such that \( \text{int}(\text{dom} \, w) \supseteq \text{ri}(\text{Dom} \, T) \) and \( w \) is strongly convex on \( \text{ri}(\text{Dom} \, T) \). Then, for every \( z_- \in \text{int}(\text{dom} \, w) \), the
inclusion $0 \in (T + \partial(dw)_z)(z)$ has a unique solution $z$, which must necessarily be on $\text{Dom } T \cap \text{int(dom w)}$ and hence satisfy the inclusion $0 \in (T + \nabla(dw)_z)(z)$.

Proof. Let $z_0 \in \text{int(dom w)}$ be given. First note that

$$\text{int(dom w)} \subset \text{Dom}(\partial w) = \text{Dom}(\partial(dw)_z) \subset \text{dom w},$$

from which we conclude that $\text{ri}(\text{Dom}(\partial(dw)_z)) = \text{int(dom w)}$. Moreover, by Proposition 2.40 and Theorem 12.41 of [26], we have that $\text{ri}(\text{Dom } T) \neq \emptyset$. These two observations then imply that

$$\text{ri}(\text{Dom } T) \cap \text{ri}(\text{Dom}(\partial(dw)_z)) = \text{ri}(\text{Dom } T) \cap \text{int(dom w)} = \text{ri}(\text{Dom } T) \neq \emptyset. \quad (A1)$$

Clearly, $(dw)_z(\cdot)$ is a proper lower semicontinuous function due to Definition 3.1 and (20), and hence $\partial(dw)_z$ is maximal monotone in view of Theorem 12.17 of [26]. Thus, it follows from (A1), the last conclusion, the assumption that $T$ is maximal monotone and Corollary 12.44 of [26] that $T + \partial(dw)_z$ is maximal monotone. Moreover, since $w$ is strongly convex on $\text{ri}(\text{Dom } T)$, it follows that $\partial(dw)_z$ is strongly monotone on $\text{ri}(\text{Dom } T)$. By using a simple limit argument and the fact that $\partial w$ is a continuous map on $\text{int(dom w)}$ due to Definition 3.1, we conclude that $\partial(dw)_z$ is strongly monotone on the larger set $\text{Dom } T \cap \text{int(dom w)}$. Since the latter set is equal to $\text{Dom}(T + \partial(dw)_z)$ and $T$ is monotone, we conclude that $T + \partial(dw)_z$ is strongly monotone. The first conclusion of the proposition now follows from Proposition 12.54 of [26]. The second conclusion follows immediately from the first one and the fact that, by Definition 3.1, $\text{Dom } \partial w = \text{int(dom w)}$. ■