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Abstract

Can an adversary exploit model explanations to infer infor-
mation about the training set? To investigate this question, we
focus on membership inference attacks: given a datapoint and
a model explanation, the attacker’s goal is to decide whether
the point belongs to the training data. We study this problem
for two popular transparency methods: gradient-based attri-
bution methods and record-based influence measures. We de-
velop membership inference attacks based on these model ex-
planations, and extensively test them on a variety of datasets.
For gradient-based methods, we develop an attack that can be
executed by an attacker that has very limited resources, while
maintaining comparable accuracy to existing membership in-
ference attacks. We show that record-based measures can be
effectively utilized for membership inference attacks; more-
over, we demonstrate that they can be exploited to recover
significant parts of the training set. Finally, our results indi-
cate that minorities and outliers are more vulnerable to these
type of attacks than majority groups.

1 Introduction

Machine learning models are making increasingly high-
stakes decisions in a variety of application domains, such
as healthcare, finance and law [14, 21, 11]; driven by the
need for higher prediction accuracy, decision-making mod-
els are becoming increasingly more complex, and as a result,
much less understandable to various stakeholders. In other
words, decision-making models are often ‘black-boxes’: we
have no access to their inner workings, but only to their in-
puts and outputs. Applying black-box Al decision makers in
high-stakes domains is problematic: model designers face is-
sues understanding and debugging their code, and adapting
it to new application domains [19]; companies employing
black-box models may expose themselves to various risks
(e.g. systematically mis-classifying some subgroup of their
client base [6], or facing the negative consequences of an au-
tomated decision [20]) ; finally, clients (i.e. those on whom
decisions are made) are at risk of being misclassified, fac-
ing unwarranted automatic bias, or simply frustrated at their
lack of agency in the decision-making process leading e.g. to
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a right to explanation in the European GDPR [12]. This lack
of transparency has resulted in mounting pressure from the
general public, the media, and government agencies; several
recent proposals advocate for the use of (automated) trans-
parency reports (also known as model explanations in the
literature) [13]. The machine learning (and greater CS) com-
munity has taken up the call, offering several novel explana-
tion methods in the past few years (see Section 7). Trans-
parency reports offer users a means of understanding the un-
derlying model and its decsion making processes'. By and
large, they do so by offering users additional insights, or in-
formation about the model, with respect to the particular de-
cisions it made about them (or, in some cases, about users
like them).

Releasing additional information is a risky prospect from
a privacy perspective ; however, despite the widespread work
on the design and implementation of transparency reports,
there has been little effort to address any privacy concerns
that arise due to the their release. This is where our work
comes in.

Our Contributions We begin our investigation by asking
the following simple question.

Can an adversary leverage transparency reports in or-
der to infer private information?

We focus on inferring the presence of individual data
points in training set of the model, using membership in-
ference attacks [29] and reconstruction attacks. We analyze
feature-based explanation algorithms, with the emphasis on
gradient-based methods, and record-based algorithms, with
the emphasis on methods that report influential data points.
Our main contributions with respect to gradient based expla-
nations are as follows:

e We design membership inference attacks under the as-
sumption that the attacker has (additional) access to
model explanations (Section 4).

'See https://distill.pub/2018/building-blocks/ for a particularly
intuitive and interactive explanation method for neural network ar-
chitectures.
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e We study our attack model on several datasets commonly
used in the privacy and interpretability community (Sec-
tion 5). Our experiments show that in some settings, at-
tacks based on explanations (given in the form of gradi-
ents) can achieve performance comparable to the origi-
nal attack model proposed by Shokri et al. [29]; however,
while Shokri et al. [29] assume that one has access to the
distribution over labels (for the input vector &, the attacker
observes how likely the model believes it belongs to any
class) and the true label, we study several weaker assump-
tions e.g. only access to the model’s final decision, and a
model explanation.

e We analyze the potential reasons for the efficacy of our
attack model, and demonstrate that the main information
leakage stems from the 1-norm of the gradient (Section
5.3). This has interesting implications for possible de-
fenses.

e On synthetic datasets, we study the influence of the input
dimension on the success of membership inference using
gradient-based explanations (Section 6).

In the supplementary material we further study membership
inference attacks based on additional feature-based expla-
nations (including Integrated Gradients [36] and DeepLIFT
[30]). These membership inference attacks achieve compa-
rable, albeit weaker, success than gradient-based attacks.

In a full version [28] of this paper we include our results
for record-based explanations.

e We show how to successfully implement a basic member-
ship inference attack based on record-based explanations.

e We study two types of dataset reconstruction attacks
based on record-based explanations, enabling an attacker
with little prior knowledge to recover significant parts of
the training data.

e Finally, we explore the vulnerability of minorities and
outliers in the training data to being revealed for record-
based explanations. Our explorations indicates that mi-
norities are particularly vulnerable. This raises significant
concerns for the actual deployment of the explanation
methods in high-stakes domains.

2 Preliminaries and problem formulation

Let us first describe some basic notation. We write vectors as
Z. Given an integer m, we write [m] = {1,...,m}. We are
given a dataset X C R", labeled with true data labels given
by ¢ : R™ — [k]. It is assumed that X is sampled from a
target distribution; one commonly used distribution simply
samples a random subset of points from a given database,
partitioning it into training and test data. The labeled dataset
is used to train a model ¢, mapping each datapoint © € X —
as well as other unobserved points in R™ — to a distribution
over k labels; when k£ = 2 we often refer to the labels as
+1, and to c as a binary classifier. The n coordinates of the
data are referred to as features. While the model c outputs a
distribution over labels — indicating its belief that a given
label fits the datapoint & — it often reveals a single label to
a user; this is simply the label deemed most likely to fit .

Families of models are often parameterized, with each
possible model defined by a set of parameters 6 taken from a
parameter space O; for example, the family of linear mod-
els is parameterized by a coefficient w; for each feature, thus
© = R"™. We denote the model as a function of its parame-
ters as cy. When picking a good model for our data, it is of-
ten useful to think in terms of loss functions; a loss function
L : X x ©® — R takes as input the model parameters 6 and a
point &, and outputs a real-valued loss L(Z,0) € R. Simple
loss functions include the square loss for binary classifica-
tion — Lo(F,0) = (cp(Z) — £(Z))? — or include additional
regularization parameters over 6 (see [27] for an overview).

The objective of a machine-learning algorithm is to iden-
tify an empirical loss minimizer over the parameter space

O:
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2.1 Threat Model

We assume that an attacker has access to a set S of points
from the target distribution (i.e. the set S is sampled from
the same distribution that we sample X from) and has query
access to the model; these queries return either (a) the pre-
dicted label; (b) the prediction vector (i.e. the probability
of each class); (c) the model explanation; or combinations
thereof. The attacker knows whether the points in S are a
part of the training data or not. Furthermore, the attacker
knows the target model, and its training procedure. This
threat model operates under similar assumptions to those
made by Shokri et al. [29], and is somewhat weaker than
the model studied by [22].

3 Model Explanations - an Overview

In this section, we briefly overview some of the algorithms
for explaining the machine learning models, notably the
ones that we evaluate in this work.

Generally speaking, transparency reports explain model
decisions on a given point of interest (POl) ¥y € R™. An
explanation ¢ takes as input the dataset X, labels over X
— given by either the true labels ¢ : X — [k] or by a
trained model ¢ — and a point of interest Ty € R™. In addi-
tion, explanation methods sometimes assume access to ad-
ditional information, such as active access to model queries
(e.g. [1, 9, 26]), a prior over the data distribution [5], or
knowledge of the model class (e.g. that the model is a neu-
ral network [3, 30, 36], or that we know the source code
[8]). The output of an explanation function ¢ (X, ¢, Ty, -) can
be quite diverse; in this work we focus on two explanation
paradigms: record-based explanations [16]%, and numerical
influence measures. More formally, record-based explana-
tions output a set of points ¢(X,c,Zo,-) C X, whereas
feature-based numerical influence measures output a vector
in R™, where ¢;(X, ¢, %y, ) corresponds to the importance

2Koh and Liang [16] refer to their explanations as influence
measures, which the current authors found to be too generic. The
authors thank Pang-Wei Koh for a fruitful email discussion on the
topic.



of the i-th feature in determining the label of Z(. In par-
ticular, we focus on gradient-based methods [32]. In what
follows we often refer to the explanation of the POI &y as
¢(Zo), omitting its other inputs when they are clear from
context.

3.1 Feature-based Model Explanations

Numerical explanations assign numerical values to individ-
ual features. In this case, the explanation ¢(Zy) is a vector in
R™, where ¢;(Zy) is the degree to which the i-th feature in-
fluences the label assigned to Zy. Generally speaking, high
values of ¢,;(Zp) imply a greater degree of effect; negative
values imply an effect for other labels; if ¢;(Zp) is close to
0, this normally implies that feature ¢ was largely irrelevant
in producing the label of Zj.

Gradient-Based Explanations Simonyan, Vedaldi, and
Zisserman [32] introduce gradient-based explanations to vi-
sualize image classification models; the authors utilize the
absolute value of the gradient rather than the gradient it-
self; however, outside image classification, it is reasonable
to consider negative values, as we do in this work. We denote
gradient-based explanations as ¢ g4 p. Shrikumar, Green-
side, and Kundaje [31] propose Z o ¢ crap(Z) as a method
to enhance numerical explanations (here, & o i denotes the
Hadamard product, which results in a vector whose -th co-
ordinate is x; X y;). Note that since an adversary would have
access to &, releasing & o ¢ grap (T) is equivalent to releas-
ing ¢GraD(T).

Many feature-based explanation techniques are imple-
mented in the INNVESTIGATE libralry3 [2] which we use in
our experiments; a discussion of these measures and the re-
lations between them can also be found in [4].

3.2 Record-Based Model Explanations

The approach proposed by Koh and Liang [16] aims at iden-
tifying influential datapoints; that is, given a point of interest
Zo, find a subset of points from the training data ¢(Zy) C X
that explains the label ¢ (Zy), where fisa parameterization
choice minimizing total loss as per Equation (1). Koh and
Liang propose selecting a training point Zi,;, by measuring
the importance of Zi;, for determining the prediction for Z.
In order to estimate the effect of Z,, on Ty, Koh and
Liang measure the difference in the loss function over Z
when the model is trained with and without Zi,;,. More for-
mally, Koh and Liang define
~ 1
Ouain = argmingcq w1 Z L(Z,0) (2)
CEGX\{Zlmin}

In other words, 6y, minimizes empirical loss over the
dataset excluding Ziin. The influence of Zi,;, on &y is then

Ii‘g (Ztrain) £ L(fm élrain) - L(-'EO, é) (3)

A record-based explanation releases the & points with the
highest absolute value of influence according to the above

*https://github.com/albermax/innvestigate

definition. In the case of ties we assume a lexicographic tie-
breaking over X'. Additionally, it might release the influence
of these k points (the values of Iz, (%) as per Equation 3),
which allows users to gauge their relative importance.

4 Membership Inference Attacks Using
Gradient-Based Explanations

This section describes our baseline membership inference
attack, which is based on the attack developed by Shokri et
al. [29]. The underlying idea is to capture membership in-
ference as a learning problem; the attacker wants to train an
attack model that, given the output ¢(Z) of a target model
can predict whether the point & was used during the training
phase of c. The main drawback of this approach is that it as-
sumes that the attacker has partial knowledge of the initial
training set in order to train the attack model. Shokri et al.
[29] circumvent this by training shadow models, and demon-
strate that comparable results can be obtained even when the
attacker does not have access to parts of the initial train-
ing set. The focus of this paper is the information leakage
caused by explanations we assume a best case scenario were
the attacker actually has membership information of some
datapoints, forgoing the additional step of training shadow
models.

The attack model is a neural network inspired by the ar-
chitecture of Shokri et al. [29]. The network consists of mul-
tiple sub-networks (see Figure 5 in Appendix A for illustra-
tion). Which sub-networks are used depends on the types of
information the attacker has access to. The first sub-network
uses the one-hot encoded predicted label as input and has
fully connected layers of size [k, 512, 64]. This sub-network
is always part of the model, given that at minimum, we as-
sume that the attacker knows the predicted label. If the at-
tacker also knows the actual ground-truth label ¢(Z), a sec-
ond sub-network with the same architecture as the first is
added. If the attacker also has access to the entire predic-
tion probability vector, a third network is added with fully
connected layers of sizes [k, 1024, 512, 64], the fourth sub-
network takes the explanation as input (if available) and has
the same architecture as the third (except for the input di-
mension). The final part of the network combines the pre-
vious four; it has layers of sizes [256, 64, 1]. We use ReLu
activations between layers and initialize weights in a man-
ner similar to Shokri et al. [29] to ensure a valid comparison
between the methods.

The different assumptions on the attacker’s access to
model data the attacker give rise to seven different scenarios.
We ignore the potential eighth scenario where the attacker
only has access to the predicted label: methods relying solely
on the predicted label offer little in terms of effective attack
avenues.

5 Experimental Evaluation of Membership
Inference Attacks Via Gradient-Based
Explanations

In this section we analyze our experiments for membership
inference attacks relying on gradient-based explanations.
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Name #Points #Features  Type  #Classes
Purchase 197,324 600 Binary 100
Texas 67,330 6,170 Binary 100
Cifar-100 60,000 3,072 Pixel 100
Hospital 101,766 127 Mixed 2
Adult 48,842 24 Mixed 2

Table 1: Overview of the target datasets for membership in-
ference

5.1 Target datasets and Target Models

An overview of the target datasets for our experiments can
be found in Table 1 and a more extensive description in Ap-
pendix B. For each dataset and each target model we sub-
sample 10,000 points each for training and testing.

Where possible we used the same target model an training
configuration as used in [29] all of which are fully connected
multi-layer networks with tanh activations. The CiFAR-100
network has two convolutional layers following the input
layer. The Diabetic Hospital dataset was not used previously
to study membership inference. Therefore we use the same
model architecture as used for the UCI Adult dataset, as they
are most comparable. We only defer from the original train-
ing procedure by changing the number of training epochs as
a method of controlling overfitting (i.e. early stopping).

5.2 Training for Different Levels of Overfitting

It is known (see e.g. [23]) that the degree of overfitting to the
training data significant affects the efficacy of membership
inference attacks based on model predictions. Informally, a
perfectly generalized model exhibits the exact same behav-
ior on training and test points. To investigate how overfitting
influences explanation-based attacks, we train models with
different degrees of overfitting, measured as the difference
between training and test accuracy. The difference between
training and test accuracy is a standard measure of overfit-
ting.

To keep the different instances as comparable as possible,
we leave the target model architecture and training regime
fixed, with the exception of the number of epochs we train
the model. To achieve additional comparability between the
different datasets, we train each model to achieve compa-
rable degrees of overfitting between O (i.e. identical train-
ing and test accuracy) and 0.25 (i.e. the training accuracy is
25% higher than the test accuracy). For the Diabetic Hospital
dataset the amount of overfitting never exceeded 0.1; for the
Adult dataset, the degree of overfitting was negligible, so we
exclude it from this part of the analysis. We hypothesize that
the small dimensionality of the latter two datasets, as well as
their binary prediction task, makes them less susceptible to
overfitting.

Before we turn to our evaluation results, we wish to note a
few points regarding the training regime. For a given dataset
the amount of overfitting strongly correlates with the train-
ing accuracy and number of epochs trained. The training ac-
curacy steadily increases with the number of epochs, while
the increase in test accuracy eventually plateaus. Between

different datasets the accuracy and number of epochs needed
to obtain overfitting gaps differs widely. For the purchase
dataset, the model reaches almost perfect training accuracy
after 25 epochs, while the Texas dataset requires 200 epochs
to achieve a training accuracy of 85%. Reporting the gap be-
tween training and testing accuracy allows in our eyes for
most comparability between the different datasets. To avoid
correlation within one training run affecting the result we
train each target model indivdually (i.e. we use each inde-
pendently seeded and trained model exactly once).

5.3 Results and Evaluation

Figure 1 displays the accuracy of the attacking networks for
the different targets on an evaluation set.
The main observations can be summarized as follows:

Observation 5.1 (Overfitting). Overfitting affects all attacks
in a similar manner: overfitted models are more vulnerable,
with the vulnerability apparently growing linearly in the de-
gree of overfitting.

Observation 5.2 (Performance). The type of information
exploited by the attacker varies between datasets. For the
purchase dataset, most attacks behave in a similar manner,
with the only the attack based on the true label alone un-
derperforming significantly. For the Texas dataset, gradient-
based attacks underperform the prediction-based attack. For
Cifar-100, all attacks perform relatively poorly, with access
to gradients offering the worst performance guarantee. For
the hospital readmission datasets, attacks with access to the
true label considerably outperform the rest; this is remark-
ably not the case for the other datasets.

Observation 5.3 (Substitution). Information gains from
gradient access and prediction vector access are marginal:
there is no significant gain from the attacker having access
to both the prediction vector and the gradient.

Next we are going to analyze which factors lead to the
difference in performance and explain the substitutional be-
havior of the different types of information. We see two main
factors for the results: The structure of the target model and
the dimensionality of the target dataset.

Hypothesis 5.4. When tanh (or, similarly sigmoid and soft-
max) is used as the activation function (the 1-norm of) the
gradient is a proxy for the variance in the prediction vector.

Variance in the prediction vector acts as a strong signal for
membership: models make much more certain predictions
on points that are part of the training data. Direct access to
the prediction vector (as is the case in [29]), or indirect ac-
cess to this information via the gradient offers an avenue for
the attacker. We verify this hypothesis in several partially
redundant ways.

1. If the information leakage actually comes from the dif-
ference in ||V¢(Z)|]1, a simple model base only on the 1-
norm achieves comparable results. This is in fact the case
(see Figure 2). A decision tree trained only on the 1-norm
achieves a competitive accuracy compared with a neural
network trained on the entire gradient for the purchase
dataset and Texas dataset. For Cifar-100 the decision tree
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Figure 1: The results of the baseline attack model where the attacker uses a neural network for membership inference and has
access to different types of information. The results for the Adult dataset are not presented, as no attack outperformed a random
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Figure 2: Comparison between an attack with a neural network trained on the entire gradient vs. a decision tree using only
the 1-norm of the gradient. While for the Purchase dataset the network slightly outperforms the tree, the results for the Texas
dataset are almost identical. For Cifar-100, the decision tree model actually outperforms the neural network.

outperforms the neural network attacker, though only by
a small margin.

2. If the model utilizes the information leaked from the dif-
ference in variance, then a model trained on normalized
gradients would perform considerably worse. In fact, at-
tacks trained on normalized gradients do not even outper-
form the random baseline.

3. If the difference in 1-norm is connected to variance in the
prediction, there should be a high correlation between the
I-norm of the gradient and prediction variance, as well as
these two properties and membership in the training set.
This is illustrated in Figure 3. For the Purchase dataset,
there is a correlation between Var(c(Z)) and ||Ve(Z)||1,
and both correlate with training set membership. For the
Texas dataset, the correlation between Var(c(Z)) and
membership is negative. We suspect that this is due to
high confidence (which corresponds to higher variance)
on training points is not achieved (with only 85% train-
ing accuracy). Yet, there is still a clear correlation, which

is a signal an attacker exploits. The results for Cifar
are less clear-cut. There is some correlation between the
variance/1-norm and test data membership; however, this
correlation inverts as overfitting increasing.

Both number of features n, and the number of data labels
k, have significant effect on the effectiveness of our attack
model. We examine the effects of these parameters on syn-
thetic datasets, for which we can control the values of n and
k, in Section 6.

6 The Influence of the Input Dimension

The experiments in Section 5 indicate that ||V¢(Z)||; may
indicate membership in the training set. In other words, high
absolute gradient values at a point Z signal that & is not part
of the training data: the classifier is uncertain about the la-
bel of Z, paving the way towards a potential attack; indeed,
Shokri et al. [29] show how classifier uncertainty can be
exploited for membership attacks, further reinforcing this
intuition. Let us next study this phenomenon on synthetic
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datasets, and the extent to which an adversary can exploit
model gradient information in order to conduct membership
inference attacks. We use artificially generated datasets; this
offers us control over the problem complexity, and helps
identify important facets of information leaks.

To generate datasets, we use the
make_classification function of the Sklearn python
library.* For n features, the function creates a n-dimensional
hypercube, picks a vertex from the hyper-cube as center of
each class, and samples points normally distributed around
the centers. In our experiments, the number of classes is
either 2 or 100 while the number of features increases in
steps from 1 to 10,000 in the following steps,

n € {1,2,5,10, 14, 20, 50, 100, 127, 200, 500, 600,
1000, 2000, 3072, 5000, 6000, 10000}

For each experiment we sample 20,000 points and split them
evenly into training and test set. We train a fully connected
neural network with two hidden layers with fifty nodes each
and the tanh activation function between the layers, and
softmax as the final activation. The network is trained using
Adagrad with learning rate of 0.01 and learning rate decay
of 1le — 7 for 100 epochs.

Figure 7 in Appendix D contains an illustration of the gen-
erated data.

Increasing the number of features does not increase the
complexity of the learning problem as long as the num-
ber of classes is fixed. However, the dimensionality of the
hyper-plane increases, making its description more complex.
Furthermore, for a fixed sample size, the dataset becomes
increasingly sparser, potentially increasing the number of
points close to a decision boundary. Increasing the number
of classes increases the complexity of the learning problem
(e.g., as measured in VC-dimension).

*https://scikit-learn.org/stable/modules/generated/sklearn.
datasets.make_classification.html

Figure 4 shows the correlation between ||Ve(Z)||1 and
training membership. For datasets with a small number of
features (< 102) there is almost no correlation. This corre-
sponds to the failure of the attack for Adult and the Hospi-
tal dataset. For a the number of features the other datasets
fall into (103 ~ 10%) there is a correlation, which starts to
decrease for even higher dimensions. For the correlation the
number of classes seems to play only a minor role. However,
a closer look at training and test accuracy reveals that the ac-
tual behavior is quite different. For two classes and a small
number of features training and testing accuracy are both
high (almost 100%), around n = 10? the testing accuracy
starts to drop (the model over-fits) and at n = 10° the train-
ing accuracy starts to drop as well reducing the over-fitting.
For 100 classes the testing accuracy is always low and only
between 103 < n < 102 the training accuracy is high, lead-
ing to over-fitting, just on a lower level. We also did experi-
ments with networks of smaller/larger capacity, which have
qualitatively similar behavior. However, the interval of n in
which correlation exists and the amount of correlation varies
(see Figure 8 in Appendix E).

7 Related Work

Our work studies the vulnerability of transparency reports
to membership inference attacks. We primarily focus on
two types of transparency reports: datapoint-based influence
measures using influence functions, proposed by Koh and
Liang [16], and numerical influence measures [5, 7, 9, 26,
33]. Datta, Sen, and Zick [9] show that their proposed mea-
sure, QII, is differentially private; however, similar guaran-
tees have not been established for any of the other measures
proposed in the literature. Indeed, in a recent paper, Milli
et al. [22] show that gradient-based model explanations can
be used to reconstruct the underlying model with high ac-
curacy; their work serves as additional evidence that trans-
parency reports are vulnerable to inference attacks.
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Figure 4: The correlation between ||Ve(Z)||1 and training
membership for synthetic datasets for increasing number of
features n and different number of classes k& € {2,100}

Ancona et al. [4] provide a recent overview of numerical
influence measures (also called attribution methods). Gen-
erally this approach can be divided into perturbation-based
methods which generate the influence of each feature by
altering (also removing or masking) the original input and
comparing the difference in the output and backpropagation-
based methods which rely on a single (or very small number
of) back-propagations through the network.

The intuition behind backpropagation-based methods is to
map influence back from the output to the input. The most
canonical example is the gradient, however several varia-
tions have been proposed. While these methods are gener-
ally fast, they tend to be more noisy and often harder to in-
terpret.

In the category of perturbation-based methods fall occlu-
sion based methods [38], but also LIME [26] which trains
a simpler model with high local fidelity and QII [9] which
computes the Shapley value of each feature. The reliance of
these methods on sampling makes them comparatively slow
and also prone to query counterfactuals (i.e. data points that
could never actually occur). Yet, they tend to give more sta-
ble and less noisy explanations. Further, the sampling can
be seen as a natural defense against privacy loss. Our analy-
sis focuses on the former group leaving the latter for future
study.

The attack scenario we adopt has been recently proposed
by Shokri et al. [29]. Shokri et al. [29] use model predictions
for data with known membership to train classifiers that pre-
dict training set membership with high accuracy. However,
Shokri et al. [29] assume access to the full probabilistic pre-
diction of the model over the datapoints as well as the true
label; we assume more realistic scenario, where one has ac-
cess to the datapoint labels, and a given transparency report
and the true label is unknown. Further, a form of our attack
doesn’t require the training of a neural network and requires
only the 1-norm of the explanation as input.

Our analysis for record-based explanations in the full ver-
sion of this work indicates that outliers are more vulnerable
to membership inference attacks than other datapoints: the
attacker is likelier to identify them as part of the training set
due to their distinctive characteristics. This is in line with ex-
isitng results showing that overfitting may cause information
leaks [37].

There exists some work on the defense against privacy
leakage. Nasr, Shokri, and Houmansadr [23] use adversar-
ial regularization, while Papernot et al. [24] and [25] cre-
ate a framework for differentially private training of ma-
chine learning models. However, these techniques are not
yet widely adapted and it is especially unknown how they
affect the transparency of the trained models.

8 Conclusions and Future Work

In this work we study membership inference attacks of trans-
parent machine learning models based on two major types
of model explanations. We show that feature-based expla-
nations can be successfully exploited by an attacker to infer
membership of the training set.

Our work is one of the first to show that releasing trans-
parency reports can result in significant privacy risks. While
we are supportive of the call to algorithmic transparency,
we believe that it is the duty of the computer science com-
munity at large to ensure that policy makers and advocacy
groups are aware of the risks and tradeoffs involved in offer-
ing greater model transparency.

In the full version of this paper [28] we included a dataset
reconstruction attack that exploits the underlying structure
of record-based explanations. For high dimensional data this
attack, under mild constraints, allows the recovery of (al-
most) the entire dataset.

Our results are just a first step towards a better under-
standing of transparency-based privacy attacks; several in-
teresting open problems remain. First, it is not clear what
are sufficient conditions for dataset safety. Low dimension-
ality of the data seems beneficial, but that needs to be further
analyzed.

Finally, designing safe transparency reports is an impor-
tant research direction: in more detail, one needs to release
explanations that are both safe, and useful (in some for-
mal sense). For example, releasing no explanation (or ran-
dom noise) is guaranteed to be safe, but is clearly not use-
ful; record-based explanations are useful, but are not safe.
Quantifying the tradeoff between explanation quality and its
privacy guarantees will help us understand the capacity to
which we can explain model decisions, while maintaining
data integrity.
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A Architecture of attacker network

The attack model is a neural network inspired by the archi-
tecture of Shokri et al. [29]. The network consists of multi-
ple sub-networks (see Figure 5 for illustration). Which sub-
networks are used depends on the types of information the
attacker has access to. The first sub-network uses the one-
hot encoded predicted label as input and has fully connected
layers of size [k, 512, 64]. This sub-network is always part
of the model, given that at minimum, we assume that the at-
tacker knows the predicted label. If the attacker also knows
the actual ground-truth label ¢(Z), a second sub-network
with the same architecture as the first is added. If the attacker
also has access to the entire prediction probability vector, a
third network is added with fully connected layers of sizes
[k, 1024, 512, 64], the fourth sub-network takes the expla-
nation as input (if available) and has the same architecture
as the third (except for the input dimension). The final part
of the network combines the previous four; it has layers of
sizes [256, 64, 1]. We use ReLu activations between layers.

:
647 64
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64 64
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Figure 5: The design of the neural network attack model.

B Target datasets
B.1 Purchase dataset

The dataset originated from the “Acquire Valued Shoppers
Challenge” on Kaggle’. The goal of the challenge was to
use customer shopping history to predict shopper responses
to offers and discounts. For the original membership infer-
ence attack, Shokri et al. [29] create a simplified and pro-
cessed dataset, which we use as well. Each of the 197,324
records corresponds to a customer. The dataset has 600 bi-
nary features representing customer shopping behavior. The
prediction task is to assign customers to one of 100 given
groups (the labels). This learning task is rather challenging,
as it is a multi-class learning problem with a large number
of labels; moreover, due to the relatively high dimension of
the label space, allowing an attacker access to the predic-
tion vector — as is the case in [29] — represents significant
access to information.

B.2 Texas hospital stays

The Texas Department of State Health Services released
Hospital Discharge Data public use files spanning from 2006
to 2009.° The data is about inpatient status at various health
facilities. There are four different groups of attributes in each
record: general information (e.g. hospital id, length of stay,
gender, age, race), the diagnosis, the procedures the patient
underwent and the external causes of injury. The goal of the
classification model is to predict the patient’s primary proce-
dures based on the remaining attributes (excluding the sec-

Shttps://www.kaggle.com/c/acquire-valued-shoppers-
challenge/data

Shttps://www.dshs.texas.gov/THCIC/Hospitals/Download.
shtm
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ondary procedures). The dataset is filtered to include only
the 100 most common procedures. The features are trans-
formed to be binary resulting in 6,170 features and 67,330
records.

B.3 CIFAR-100

CIFAR-100 is a well known benchmark dataset for image
classification [18]. It consists of 100 classes of 32 x 32 X
3 color images, with 600 images per class. The dataset is
usually split in 50,000 training and 10,000 test images. To
enable multiple different experiments we reshuffle these two
sets before sampling.

B.4 UCI Adult (Census income)

this dataset is extracted from the 1994 US Census database
[10]. It contains 48,842 datapoints and based on 14 features
(e.g. age, workclass, education) the goal is to predict if the
yearly income of a person is above 50,000 $. We transform
the categorical features into binary form resulting in 104 fea-
tures.

B.5 Diabetic Hospital

The dataset contains data on diabetic patients from 130 US
hospitals and integrated delivery networks [35]. We use the
modified version described in [17] where each patient has
127 features which are demographic (e.g. gender, race, age),
administrative (e.g., length of stay) and medical (e.g., test
results); the prediction task is readmission within 30 days
(binary). The dataset contains 101 766 records from which
we sub-sample balanced datasets (i.e. with equal numbers of
patients from each class).

C Experiments for other attribution based
methods

Besides the gradient, several other explanation methods
based on the gradient and or back propagation have been
proposed. We conducted the attack described in Section 4 re-
placing the gradient with some other popular of these expla-
nation methods. The techniques below are all implemented
in the INNVESTIGATE library’ [2]. A in depth discussion of
some of these measures and the relations between them can
also be found in [4].

Integrated Gradients Sundararajan, Taly, and Yan [36]
argue that instead of focusing on the gradient it is better to
compute the average gradient on a linear path to a baseline
Z gy, (often Z;, = 0). This approach satisfies three desirable
axioms: sensitivity, implementation invariance and a form of
completeness. Sensitivity means that given a point ¥ € X
such that x; # zpr; and ¢(Z) # c(ZpyL), then ¢;(Z) # 0;

completeness means that » ., ¢;(Z) = (&) — c(TpL).

Mathematically the explanation can be formulated as

(i — Tpra)

/1 de(7®)
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Layer-wise Relevance Propagation (LRP) Klauschen et
al. [15] use backpropagation to map relevance back from
the output layer to the input features. Let [ be a layer in the

network and the number of layers be denoted by L. Then

the relevance r( )

computed as:

r(@) 2 ()

of the i-th neuron in the [-th layer can be

)
T(l)(f) A Zjil'y
Z — 2 (zjir +0j) + e sign(y (25 +b5))

Here z;; is the weighted activation of neuron 7 to neuron j in
the next layer and b; is the bias added to neuron j. The sum-
mations are over all neurons in the respective layers. Finally,
the e is added to avoid numerical instabilities. In words, LRP
defines the relvance in the last layer as the output itself and in
each previous layer the relevance is redistributed according
to the weighted contribution of the neurons in the previous
layer to the neurons in the current layer. The final attribu-
tions for the input & are defined as the attributions of the

input layer: ¢1pp(2); 2 vV (2).

DeepLift The method proposed by Shrikumar, Greenside,
and Kundaje [31] combines the two main ideas in previ-
ous methods. Like LRP, it propagates attribution backwards
through the network; like integrated gradients, it uses a base-
line reference point Z ;. Analogous to the weighted activa-
tions z;; for the point Z during a forward pass the weighted
activations Zz;; for the reference point £py, are calculated.
The attribution of neuron ¢ in layer [ is recursively defined
as

0z —Zji (1)
— T
Z S ST

The measure is deﬁned as the attribution on the input layer

¢peePLIFT(T); £ 7:(1)( 7).
DeepLift with the recursion as defined above satisfies com-
pletenss by design; the recursion is referred to as the
“Rescale Rule”. A different version called “Reveal-Cancel”
[31] is not considered in this work.

Smooth gradient Smilkov et al. [34] introduced Smooth-
Grad to sharpen the images created when using the gradi-
ent as an explanation in image classification tasks. The ba-
sic idea is to average several gradients which are sampled
around the point of interest, for the sampling Gaussian noise
is added to the input. For a given variance ¢ and number of
samples k the SmoothGrad is defined as

¢smoorH (T Z ¢crap (T +N(k,0)).
Figure 6 shows the attack accuracy on the purchase
dataset for the different explanation methods. While the per-
formance using ¢ ;yrarAD 18 very similar to ¢ grap the at-
tack performs worse for LRP and Deeplift. In fact these two
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Figure 6: A comparison of the accuracy of the membership
inference attack on the purchase dataset for different expla-
nation methods the attacker might exploit.

methods are further away from the original gradient and it is
less clear what is the exact signal leakage here. The attack
fails for SmoothGrad. In fact the sampling used to generate
this explanation mimics the practice of adding noise to ob-
tain differential privacy, this can be seen as a natural defense
mechanism against the attack. A precise analysis might be
interesting future work.

D Generation of synthetic datasets

To generate datasets, we use the make_classification
function of the Sklearn python library. For n features, the
function creates a n-dimensional hypercube, picks a vertex
from the hyper-cube as center of each class, and samples
points normally distributed around the centers. See Figure 7
for an illustration of the n = 3 case.

E Varying the capacity of the neural network
for synthetic datasets

Figure 8 illustrates how the correlation between ||Ve(Z)||1
and training membership is influenced by the capacity of the
target network.

x3

Figure 7: An illustration of the dataset generation process
withn = 3.
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Figure 8: The correlation between ||V¢(Z)||1 and training
membership for synthetic datasets for increasing number of
features n and different number of classes k € |2,100 for
three different networks. The ”Small” has one hidden layer
with 5 nodes, “Base” has two layers with 50 nodes each,
”Big” has 3 layers with 100 nodes each.
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