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SUMMARY

The call center industry is rapidly expanding. One of the most prominent features of

a modern call center is that it may employ hundreds if not thousands of agents. Recently,

many researchers have studied queueing models for such large scale call centers in a many-

server heavy traffic regime know as the Halfin-Whitt [15] regime. The Halfin-Whitt regime

is achieved by considering a sequence of M/M/N queues where the arrival rate and the

number of servers grows to infinity while the probability of delay is held fixed at a number

strictly between zero and one.

In the first half of this thesis, we extend the results of Halfin and Whitt to generally

distributed service times. This is accomplished by first writing the system equations for the

G/GI/N queue in a manner similar to the system equations for G/GI/∞ queue. We next

identify a key relationship between these two queues. This relationship allows us to leverage

several existing results for the G/GI/∞ queue in order to prove our main result. Our main

result in the first part of this thesis is to show that the diffusion scaled queue length process

for the G/GI/N queue in the Halfin-Whitt regime converges to a limiting stochastic process

which is driven by a Gaussian process and satisfies a stochastic convolution equation. We

also show that a similar result holds true for the fluid scaled queue length process under

general initial conditions.

Customer abandonment is also a common feature of many call centers. Some researchers

have even gone so far as to suggest that the level of customer abandonment is the single

most important metric with regards to a call center’s performance. In the second half of this

thesis, we improve upon a result of Ward and Glynn’s [52] concerning the GI/GI/1 + GI

queue in heavy traffic. Whereas Ward and Glynn obtain a diffusion limit result for the

GI/GI/1+GI queue in heavy traffic which incorporates only the density the abandonment

distribution at the origin, our result incorporate the entire abandonment distribution. This

is accomplished by a scaling the hazard rate function of the abandonment distribution as
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the system moves into heavy traffic. Our main results are to obtain diffusion limits for

the properly scaled workload and queue length processes in the GI/GI/1 + GI queue.

The limiting diffusions we obtain are reflected at the origin with a negative drift which is

dependent upon the hazard rate of the abandonment distribution. Because these diffusions

have an analytically tractable steady-state distribution, they can be used to provide a closed-

form approximation for the steady-state distribution of the queue length and workload

processes in a GI/GI/1+GI queue. We demonstrate the accuracy of these approximations

through simulation.
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CHAPTER I

INTRODUCTION

The call center industry has experienced phenomenal growth over the past decade. In the

United States alone, there are an estimated 70,000 call centers and year over year growth

has been steady at a rate of over 20% a year for the past several years. Annual expenditures

on call centers range from anywhere between $100 to $300 billion [48] and it is estimated

that somewhere between 50-75% of a call center’s costs are labor related. According the

U.S. Bureau of Labor Statistics [1], the call center industry accounts for more than 1.4%

of private sector employment, with the total number of agents in the U.S. residing at

approximately 1.55 million.

The most widely used model in the management of call centers is the M/M/N queue

which also known as Erlang C [13]. This model assumes Poisson arrivals and exponentially

distributed service times. Its popularity is due at least in part to the fact that it provides

closed form, tractable formulas for several steady state quantities of interest, such as the

long run average probability that a customer will have to wait and the long run average

queue length.

Consider an M/M/N queue with arrival rate λ and service rate µ and denote by Q(t) the

total number of customers in the system at time t. It is well known [33] that Q = {Q(t), t ≥

0} is a continuous time Markov chain with state space N = {0, 1, 2, ...}. It is also positive

recurrent if and only if ρ = λ/(Nµ) < 1. In this case, we may solve its balance equations

in order to determine its steady state distribution. In particular, the distribution of the

steady state number of customers in the system is given by P (Q(∞) = i) = p0ρi, i ≥ 0,

where

ρi =


1
i!

(
λ
µ

)i
if 0 ≤ i ≤ N − 1,

NN

N ! ρ
i if i ≥ N

(1)
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and

p0 =

(
N−1∑
i=0

1
i!

(
λ

µ

)i

+
NN

N !
· ρN

1− ρ

)−1

. (2)

The steady state probability that a customer will have to wait before being served may also

be calculated and is given by

α = P (Q(∞) ≥ N) =
NN

N !
· ρN

(1− ρ)
· p0, (3)

where p0 is given by (2). The quantity α in (3) is also commonly referred to as the Erlang

delay formula.

Unfortunately, the formulas in (1) and (3) may be hard to compute when either the

number of servers N is large or the traffic intensity of the system ρ = λ/(Nµ) is close to one.

Moreover, (1) and (3) do not seem to yield any practical insights into how the performance

of the system becomes affected as its capacity is adjusted. This is an especially important

point for call center managers who would like to know exactly how many agents they should

hire in order to meet a predetermined level of service.

One approach which had yielded great success in providing analytical approximations to

formulas such as (1) and (3) is known as the heavy traffic approach. Originally developed

by Kingman [26, 27] for the single server queue, the approach yields close approximations

to (1) and (3) when the traffic intensity of the system of the close to one. It also gives

approximations to the quantities in (1) and (3) for generally distributed interarrival and

service times as well. Consider a sequence of GI/GI/1 queues indexed by r, where the

interarrival times to the rth queue are given by the mean 1, i.i.d. sequence {ui, i ≥ 1} and

the service time sequence is given by {ρrvi, i ≥ 1} where {vi, i ≥ 1} is an i.i.d. sequence

of mean 1 random variables. It is clear that in this case, the traffic intensity of the rth

system is given by ρr < 1. Furthermore, setting Q̃r(∞) = (1− ρr)Qr(∞), one then has the

following result.

Theorem (Kingman ’61). If ρr ↑ 1 as r → ∞, then Q̃r(∞) ⇒ Q̃(∞) as r → ∞ where

Q̃(∞) ∼ exp(2/(var(u1) + var(v1))).

The seminal work of Kingman has come to form the basis of what is now known as con-

ventional heavy traffic theory. This theory has had spectacular success in solving problems
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in such diverse fields as inventory control and manufacturing and logistics. However, con-

ventional heavy traffic theory is not well suited to the case in which the number of servers is

large. Furthermore, it does not incorporate customer abandonment. Both of these features

become important when modeling call centers.

A large scale call center may employ hundreds if not thousands of agents. In this case,

the conventional heavy traffic regime no longer applies. There is, fortunately, however, an

alternative “unconventional” heavy traffic which is very well suited for problems with large

numbers of servers. This regime was originally discovered by Halfin and Whitt in their

seminal work [18] and has now come to be known as the Halfin-Whitt regime.

Consider a sequence of M/M/N queues indexed by r where the rth system has N r

servers. Let λr denote the arrival rate to the rth system and assume that λr →∞ as r →∞.

Assume further that the service rate is held fixed at 1 for all r and define ρr = λr/(N rµ) < 1

to be the traffic intensity of the rth system. Let Qr(∞) be the steady queue length of the

rth system and define Q̃r(∞) = (N r)−1/2(Qr(∞) − N r). If we now let Φ be the standard

normal cumulative distribution function and define

H(x) = (1 +
√

2πxΦ(x)ex
2/2)−1, x ≥ 0,

then, Theorem 1 of Haflin and Whitt [15] may be stated as follows.

Theorem (Halfin and Whitt ’81). If N r(1 − ρr) → β as r → ∞ where β > 0, then

Q̃r(∞) ⇒ Q̃(∞) as r → ∞, where P (Q̃(∞) ≥ 0) = H(β), P (Q̃(∞) > x|Q̃(∞) > 0) =

e−xβ , x ≥ 0, and P (Q̃(∞) ≤ x|Q̃(∞) ≤ 0) = Φ(β + x)/Φ(β), x ≤ 0.

Halfin and Whitt’s Theorem above provides approximations to (1) and (3) for the case

in which N is at least moderately large. It is for this reason that the Halfin-Whitt regime

is also commonly refereed to as the many-server regime. There is, however, one significant

difference between Halfin and Whitt’s result and that of Kingman’s. While Kingman’s result

holds for generally distributed interarrival and service times, Halfin and Whitt’s results have

historically required the assumption of exponentially distributed service times. This may be

viewed as a limitation from the perspective of call center applications as it is now commonly

accepted that service times at call centers are not in general exponentially distributed [7].
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Recently, however, several authors have begun to obtain Halfin-Whitt type convergence

results for more general classes of service time distributions. Puhalskii and Reiman [40]

have demonstrated convergence of the G/PH/N queue length process in the Halfin-Whitt

regime, where PH stands for phase type service time distributions. Their approach is

to consider a multidimensional Markovian process where each dimension corresponds to a

different phase of the service time distribution. Jelenković, Mandelbaum, and Momčilović

[22] have shown convergence of the steady state distribution of the GI/D/N queue, where

D stands for deterministic service times. Their proof involves focusing on a single server

in the system and studying its queue length behavior as it evolves over time. Whitt in

[57] has shown process level convergence of the G/H∗
2/N/M queue, where H∗

2 stands for a

mixture of an exponential random variable and a point mass at zero. In [37], Mandelbaum

and Momčilović study the virtual waiting time process of G/GI/N in the Halfin-Whitt

regime assuming that the service time distribution possess finite support. Their approach

relies on a combination of combinatorial and probabilistic arguments. Nevertheless, despite

their successes, it does not appear that any of the aforementioned approaches may easily

be extended to the case of general service time distributions and so to this date there has

remained no general methodology for analyzing the G/GI/N queue in the Halfin-Whitt

regime. This is the main contribution of the first half of this thesis.

The main insight to our approach is to write the system equations in a manner similar

to the system equations for the G/GI/∞ queue. Proposition 2.1.1 in Section 2.1.2 then

provides a crucial link between our system and the G/GI/∞ queue which allows the asymp-

totic analysis to proceed. In an effort to give a quick idea of what our main results, first

recall the heavy traffic results of Borvokov [6] and Krichagina and Puhalskii [28] for the

G/GI/∞ queue. Recall that in [6] and [28], heavy traffic for the G/GI/∞ queue is defined

by letting the arrival rate to the system grow large while holding the service time distribu-

tion fixed. In such a regime, it can be shown that the properly centered and scaled queue

length processes will converge to a Gaussian process. Let us therefore denote by Q̃I the

limiting Gaussian process obtained for a G/GI/∞ queue with the same sequence of arrival

processes and an identical service time distribution as in our original sequence of G/GI/N
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queues. Then, the limiting process of Theorem 2.4.4 of Section 2.4 for the properly centered

and scaled queue length process in our original sequence of G/GI/N queues is given by the

unique strong solution to

Q̃(t) = M̃Q(t) + Q̃I(t) +
∫ t

0
Q̃+(t− s)dF (s), for t ≥ 0, (4)

where Q̃+ = max(Q̃, 0), F is the CDF of the service time distribution and M̃Q is an

additional process which is related to the initial conditions of the queue. Note that the

additional integral term on the righthand side of (4) is naturally positive as one would expect

more customers in a G/GI/N queue than in a corresponding G/GI/∞ queue. Corollary

2.4.5 in Section 2.4 also shows that (4) may be equivalently expressed as

Q̃(t) = ζ(t) +
∫ t

0
ζ(t− s)dM(s)−

∫ t

0
Q̃−(t− s)dM(s), for t ≥ 0, (5)

where ζ = M̃Q + Q̃I , Q̃− = −min(0, Q̃) and M is the renewal function associated with the

pure renewal process with interarrival distribution F . From (5), it is then a matter of a few

direct calculations to recover Halfin and Whitt’s original results. We should also point out

that along the way we develop fluid limit results which closely resemble (4) above.

In the second half of this thesis, we consider customer abandonment. Although many

standard queueing models assume that customers are infinitely patient while waiting for ser-

vice, it is often the case that such an assumption is not reasonable. In particular, impatient

customers faced with long waiting times often evidence their frustration by abandoning the

system before completing service. For example, call center callers placed on hold frequently

hang up while waiting for an agent to assist them, and web browser users often cancel their

viewing requests in the face of long download times.

To the best of our knowledge, the first person to remark on the importance of incor-

porating customer abandonment in a queueing model was Palm [39], who witnessed the

impatient behavior of telephone switchboard customers. More recent studies have estab-

lished that Markovian M/M/n+M abandonment models (where the final +M represents

the abandonment distribution) are well-approximated by diffusion processes in heavy traf-

fic, both when the number of servers grows large (see Garnett et al [14]), and when the

number of servers remains fixed (see Ward and Glynn [50]). However, in reality, it is often

5



the case that customer abandonment times are not exponentially distributed, as exhibited

by the study of Brown et al [7] of a bank call center data set. Although stability results for

models in very general frameworks exist (see, for example, Stanford [47], Baccelli, Boyer, and

Hebuterne [3], Lillo and Martin [35] and Bambos and Ward [49]), the problem of rigorously

establishing diffusion approximations for systems with general abandonment time distribu-

tions still remains an area of active research. Zeltyn and Mandelbaum [59] consider many

server systems with generally distributed abandonment times, and Ward and Glynn [52]

consider a single-server system with generally distributed abandonment times. Both works

develop a heavy traffic asymptotic regime in which the limiting diffusion depends on the

abandonment distribution only through the value of its density at 0.

The value of the density of a distribution at a single point is not a very robust statistic.

For example, the estimated hazard rate function associated with the abandonment times of

a U.S. bank’s call center customers displayed in Figure 12 in the Internet Supplement to

Zeltyn and Mandelbaum [59] is unstable near the origin. (Note that because abandonment

times are non-negative, the values of both the hazard rate function and density associated

with the abandonment distribution coincide at the point 0.) Therefore, identifying a limiting

regime that preserves more of the structure of the abandonment distribution is of interest.

The main contribution of the second half of this thesis is to rigorously establish a heavy

traffic regime for a single server queue operating under the FIFO service discipline with

renewal arrivals, general service times, and general abandonment times in which the entire

abandonment time distribution appears in the limiting diffusion approximation. We study

both unbounded and bounded abandonment distributions, and develop diffusion approxi-

mations for both the offered waiting time process (the process that tracks the amount of

time an infinitely patient arriving customer would wait for service) and the queue-length

process. In so doing, we also prove results on the existence, uniqueness, and continuity of

generalizations of the one-sided regulator mapping introduced in Skorokhod [46] and the

two-sided regulator mapping having an explicit formula given in Kruk et al [29] to allow

for a general, non-linear state dependence. Our key insight is to model customer abandon-

ment times using the hazard rate function associated with the assumed abandonment time

6



distribution, as suggested by Whitt [56].

To specify our proposed diffusion approximation for the offered waiting time and queue-

length processes (for simplicity we assume mean service times are one so that the proposed

approximations for these two processes are identical), consider a single-server, FIFO queue

having renewal arrival and service processes with identical rates n1, in which each customer

independently abandons the system if his service has not begun within an amount of time

having a distribution with hazard rate function h and cumulative hazard function H ≡∫ x
0 h(y)dy. Let

Hn
D(x) ≡

∫ x

0
h

(
y√
n

)
dy =

√
nH

(
x√
n

)
. (6)

Then, our suggested diffusion approximation for the scaled queue-length process n−1/2Qn(·)

when n is large has infinitesimal drift −Hn
D(x), where x is the state of the diffusion, constant

infinitesimal variance that depends on the variance of the inter-arrival and service times,

and is instantaneously reflected at the origin. When the distribution of abandonment times

is bounded, our suggested approximating diffusion also has an upper reflecting barrier.

Table 1 displays the results of using our approximation to estimate the mean queue-

length and abandonment probability in a queue with Poisson arrivals having rate n =

2500, deterministic service times having mean 1/2500, and abandonment times distributed

according to G(p), a mean 1 gamma distribution having both scale and shape parameters

equalling p. The cumulative hazard function associated with G(p) is

H(x) ≡ − ln
(

1− Γpx(p)
Γ(p)

)
,

where Γ(p) ≡
∫∞
0 tp−1e−tdt is the gamma function, and Γx(p) ≡

∫ x
0 t

p−1e−tdt is the incom-

plete gamma function (p > 0). From (6), the drift of our suggested approximating diffusion

is

−Hn
D(x) =

√
n ln

(
1−

Γpx/
√

n(p)
Γ(p)

)
. (7)

Its variance is 1, which follows from Theorem 3.5.2, and its steady-state distribution is

given in part (i) of Proposition 3.5.3. We ran each simulation to 2,000 time units so that

1Our analysis does not use the assumption of perfect balance; however, having equal arrival and service
rates eases the exposition in the Introduction.
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Table 1: A comparison of the simulated mean queue-length and abandonment probability
for a GI/GI/1-GI queue with Poisson arrivals at rate 2500 per unit, deterministic service
with mean 1/2500, and abandonment times distributed according to a gamma distribution
with scale and shape parameter p.

E[queue-length] P[abandon]
p Simulated Approximated % Error Simulated Approximated % Error
0.5 9.0093 8.418 6.57% 0.041292 0.043202 4.63%
2 84.911 86.835 2.27% 0.003367 0.003273 2.80%

the queue saw approximately 5,000,000 arrivals, and recorded the time average queue-length

and abandonment fraction. Observe that all of our approximations in Table 1 differ from

their simulated values by no more than 7%. In Chapter 3, we will present more extensive

numerical results.

The remainder of this thesis will now be organized as follows. In the following subsection,

we present the notation which will be used for the remainder of this work. In Chapter 2 we

provide our results for the G/GI/N queue in the Halfin-Whitt regime. Next, in Chapter 3,

we present results for the GI/GI/1+GI queue in a novel heavy traffic regime which will be

defined there as well. In Chapter 4, we provide some concluding remarks. Proofs of some

of the more technical results of Chapters 2 and 3 have been deferred to the appendices.

1.1 Notation

All random variables and processes are henceforth assumed to be defined on a common

probability space (Ω,F ,P). For each positive integer d, we let D([0,∞),Rd) be the space

of right continuous functions with left limits (RCLL) in Rd having time domain [0,∞). For

convenience, we will use D[0,∞) to denote D([0,∞),R). We endow D([0,∞),Rd) with

the usual Skorokhod J1 topology and let Md denote the Borel σ-algebra associated with

the J1 topology. Stochastic processes are assumed to be measurable maps from (Ω,F) to

(D([0,∞),Rd),Md) for some appropriate dimension d. A sequence of functions {xn} ∈

D([0,∞),Rd) is said to converge uniformly on compact sets to x ∈ D([0,∞),Rd), if for

each T > 0,

max
i=1,...,d

sup
0≤t≤T

|xn
i (t)− xi(t)| → 0 as n→∞.

8



The notation ⇒ will be used to denote convergence in distribution and the notation D=

means equal in distribution. When writing Lesbegue-Stieltjes integrals, we denote by
∫ b
a

the integral over the closed interval [a, b] and by
∫ b
a+ the integral over the half-open interval

(a, b].

9



CHAPTER II

THE G/GI/N QUEUE IN THE HALFIN-WHITT REGIME

We extend the pioneering results of Halfin and Whitt [15] on the GI/M/N queue to the

more general G/GI/N queue. This work is to a large extent motivated by the desire to

better understand the performance of call centers which operate on a large scale. In recent

years, the Halfin-Whitt regime, also known as the Q.E.D. regime, has been proposed as

a suitable setting in which call centers may be analyzed. This is mainly for two reasons.

First, in the Halfin-Whitt regime it is assumed that the arrival rate to the system is large

and second, it is also assumed that the traffic intensity is close to one. It is natural to

expect that in a large and efficiently run call center, both of these conditions will prevail.

Unfortunately, however, results of Halfin and Whitt’s type have mainly been limited to

the assumption of exponentially distributed service times while more recent studies such as

those by Brown et. al [7] seem to suggest that, at least in certain cases, service times at

call centers may be lognormally distributed. It is therefore necessary to provide a suitable

framework in which Halfin and Whitt’s results may be extended to general service time

distributions; this is the topic of the present chapter.

2.1 Model Formulation

2.1.1 System Equations

In this subsection, we will describe the system equation for the G/GI/N queue. One of the

key insights from Halfin and Whitt [15] was that for large N , the GI/M/N queue will, for

stretches of time when the number of customers is low, behave as if it were an GI/M/∞

queue. Our main result in Section 2.4 shows that the same holds true for the G/GI/N

queue as well. Our first step towards showing this is to write down the system equations

for the G/GI/N queue in a similar way to those for the G/GI/∞ queue. For the reader’s

convenience, we will closely adhere to the notation used in [28] as many of the arguments

we use here cite results from that paper. All random variables and processes considered
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henceforth are assumed to be defined on a common probability space (Ω,F ,P). Also, when

writing Lesbegue-Stieltjes integrals, we denote by
∫ b
a the integral over the closed interval

[a, b] and by
∫ b
a+ the integral over the half-open interval (a, b].

Customers arrive to the system according to the arrival counting process A = {A(t), t ≥

0} and are served on a first come first served (FCFS) basis. The arrival time of the ith

customer is defined to be the quantity

τi = inf{t ≥ 0 : A(t) ≥ i}, i ≥ 1.

Setting τ0 = 0, we also define

ξi = τi − τi−1, i ≥ 1, (8)

to be the interarrival times between the (i− 1)st and ith customers to arrive to the system.

The ith customer to enter service after time zero is assigned the service time ηi. We

assume that {ηi, i ≥ 1} is an i.i.d. sequence of mean 1, random variables with common

distribution F whose tail distribution we denote by G = 1 − F . Note that there are

no assumptions imposed on the service time distribution, other than it have a finite first

moment. Initially, there will also be Q0 customers in the system and min(Q0, N) customers

in service at time zero. We let η̃i be the residual service time of the ith such customer

and we assume that {η̃i, i ≥ 1} forms an i.i.d. sequence of random variables with common

distribution H.

For each i ≥ 1, let wi denote the waiting time of the ith customer to arrive to the system

and let w̃i be the waiting time of the (N + i)th initial customer in the N th system if such

a customer exists. We begin our indexing by N + 1 since the first N initial customers in

the system will not have to wait. In this notation as well as the notation of the previous

subsection, the total number of customers in the system at time t is given by

Q(t) =
min(Q0,N)∑

i=1

1{η̃i > t}+
(Q0−N)+∑

i=1

1{w̃i + ηi > t} (9)

+
A(t)∑
i=1

1{τi + wi + η(Q0−N)++i > t}.

11



We henceforth refer to the process Q = {Q(t), t ≥ 0} as the queue length process. It should

be noted that Q does not only count those customers in the queue waiting to be served but

that indeed it counts the total number of customers in the system. The number of customers

waiting to be served may however be recovered from Q and is given by (Q − N)+. Also

note that Q0 6= Q(0) in general since it is possible for customers to arrive to the system at

time zero. One may think of Q0 as being equal to Q(0−).

By centering each of the indicator functions in the last two summations on the righthand

side of (9) by their means conditional on their arrival times and waiting times, we obtain

Q(t) = W (t) +M2(t) +
(Q0−N)+∑

i=1

G(t− w̃i) +
A(t)∑
i=1

G(t− τi − wi), (10)

where

W (t) =
min(Q0,N)∑

i=1

1{η̃i > t} (11)

and

M2(t) =
(Q0−N)+∑

i=1

(1{w̃i + ηi > t} −G(t− w̃i)) (12)

+
A(t)∑
i=1

(1{τi + wi + η(Q0−N)++i > t} −G(t− τi − wi)).

We also set W = {W (t), t ≥ 0} and M2 = {M2(t), t ≥ 0}.

Next, adding in and subtracting out the terms

AG(t) =
∫ t

0
G(t− s)dA(s)

and (Q0 −N)+G(t) both to and from the righthand side of (10), we obtain

Q(t) = W (t) +M2(t) +AG(t) + (Q0 −N)+G(t) (13)

+
(Q0−N)+∑

i=1

(G(t− w̃i)−G(t))

+
A(t)∑
i=1

(G(t− τi − wi)−G(t− τi)).

We set AG = {AG(t), t ≥ 0}.

We now have the following key proposition.

12



Proposition 2.1.1. For each t ≥ 0,

A(t)∑
i=1

(G(t− τi − wi)−G(t− τi)) =

∫ t

0
(Q(t− s)−N)+dF (s)−

(Q0−N)+∑
i=1

(G(t− w̃i)−G(t)).

Proof. We have

=
A(t)∑
i=1

(G(t− τi − wi)−G(t− τi))

=
A(t)∑
i=1

∫ t−τi

(t−(τi+wi))+
dF (s)

=
A(t)∑
i=1

∫ ∞

0
1{t− (τi + wi) < s ≤ t− τi}dF (s)

=
A(t)∑
i=1

∫ ∞

0
1{τi ≤ t− s < τi + wi}dF (s)

=
∫ ∞

0

A(t)∑
i=1

1{τi ≤ t− s < τi + wi}dF (s)

=
∫ t

0

(Q(t− s)−N)+ −
(Q0−N)+∑

i=1

1{w̃i > t− s}

 dF (s)

=
∫ t

0
(Q(t− s)−N)+dF (s)−

∫ t

0

(Q0−N)+∑
i=1

1{w̃i > t− s}dF (s).

A reverse argument can now also be used to show that∫ t

0

(Q0−N)+∑
i=1

1{w̃i > t− s}dF (s) =
(Q0−N)+∑

i=1

(G(t− w̃i)−G(t)).

This completes the proof. �

Proposition 2.1.1 now allows us to rewrite equation (13) for the queue length at time t

as

Q(t) = W (t) +M2(t) +AG(t) + (Q0 −N)+G(t) (14)

+
∫ t

0
(Q(t− s)−N)+dF (s).

Equation (14) is the starting point for our analysis in Sections 2.3 and 2.4. In the next

section, we develop a regulator map result for the queue length process in (14).
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2.1.2 The Halfin-Whitt Heavy Traffic Asymptotic Regime

In this subsection, the details of our heavy traffic formulation are given. The underlying

assumption is that we are considering a sequence of G/GI/N queueing systems which are

indexed by the number of servers N . In what follows, stochastic processes are assumed to be

measurable maps from (Ω,F) to (D[0,∞),D), where D stands for the σ-algebra generated

by the Skorohod J1 topology. We will use d0 to denote the Skorohod metric. The notation

Dk, k ≥ 1, will be used to denote the product space of D defined by Dk = D × . . . × D.

In general, when speaking of product spaces, we will assume that they are endowed with

the product topology which is induced by the maximum metric d. The interested reader is

referred to Section 11.4 of [54] for futher details. The notation ⇒ will be used to denote

convergence in distribution and the identity process e = {t, t ≥ 0} will be denoted by e.

Let AN = {AN (t), t ≥ 0} be the arrival process to our N th system. Defining the family

of fluid scaled arrival processes
{
ĀN , N ≥ 1

}
, where

ĀN (t) =
AN (t)
N

,

and ĀN = {ĀN (t), t ≥ 0}, we assume that

ĀN ⇒ e as N →∞. (15)

It will also be assumed that the fluctuations of our arrival processes around their means

obeys some form of a functional central limit theorem. That is, there exists a sequence of

constants ρN , N ≥ 1, such that

ÃN ⇒ ξ as N →∞, (16)

where

ÃN (t) =
√
N(ĀN (t)− ρN t) (17)

and ÃN = {ÃN (t), t ≥ 0}. Furthermore, we will also assume that the limiting process ξ in

(16) has almost surely continuous sample paths.

Note that assumption (16) is flexible from a modeling point of view. In heavy traffic

theory, one might often assumes that AN (e) = A(Ne), where A is a renewal process, in

14



which case, by Donsker’s Theorem, the process ξ in (16) turns out to be a Brownian motion.

The interpretation under such an assumption is that customers are emanating from a single

source, albeit at a rapid rate. However, in many applications, with telephone call centers

being just one such example, it is perhaps more natural to assume that customers are

emanating from many sources. This then leads to the assumption that AN is a superposition

of many i.i.d. renewal arrival processes, that is, AN =
∑N

i=1Ai. Under such an assumption,

the process ξ turns out to be a centered Gaussian process whose covariance structure is

inherited from that of each of the individual A′is. The interested reader may consult Section

7.2 of Whitt [54] for more details on this remark.

The service time sequences do not change as we index through N . In other words, the

sequence {ηi, i ≥ 1} will always be used to assign service times to customers entering service

after time zero and {η̃i, i ≥ 1} will also be used to denote the initial residual service time

sequence. We will let wN
i be the waiting time of the ith customer to arrive to the N th

system after time zero and denote by w̃N
i the waiting time of the (N + i)th initial customer,

if any.

It now remains to define the Halfin-Whitt regime. First note that in the case that

AN (t) = A(NρN t), t ≥ 0, where A = {A(t), t ≥ 0} is a renewal process with mean 1

interarrival times, we have that NρN is the arrival rate to the N th system. In this case,

as noted previously, the limiting process ξ in (16) is a Brownian motion and the traffic

intensity of the N th system is ρN since there are N servers in the system and each has

rate 1 processing capacity. For more general arrival processes, however, the quantity NρN

may fail to be the arrival rate to the N th system. Nevertheless, the Halfin-Whitt regime

is achieved by assuming that ρN converges to one as N grows to infinity. Specifically, we

assume that

√
N(1− ρN ) → β as N →∞, (18)

where −∞ < β <∞.
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2.2 A Regulator Map Result

In this section, a regulator map result is provided which will be relied upon in the proof

of our main result. In particular, it will provide a convenient representation for the queue

length process.

Let B be a cumulative distribution function on R. For each x ∈ D[0,∞), we would like

to find and characterize solutions z ∈ D[0,∞) to equations of the form

z(t) = x(t) +
∫ t

0
z+(t− s)dB(s), for t ≥ 0. (19)

We therefore define the mapping ϕB : D[0,∞) 7→ D[0,∞) to be such that ϕB(x) is a

solution to (19) for each x ∈ D[0,∞). The following proposition now shows that ϕB is

uniquely defined and provides some regularity results for ϕB as well. Its proof may be

found in the appendix.

Proposition 2.2.1. For each x ∈ D[0,∞), there exists a unique solution ϕB(x) to (19).

Moreover, the function ϕB : D[0,∞) 7→ D[0,∞) is Lipschitz continuous in the topology of

uniform convergence over bounded intervals and measurable with respect to the Skorohod J1

topology.

2.3 Fluid Limit Results

In this section, we study the fluid scaled queue length process. This will be done as follows.

We first represent the queue length process in term of the regulator mapping ϕF . We then

provide several propositions which will be helpful in establishing our main result of the

section, Theorem 2.3.4, which details the asymptotic behavior of the fluid scaled queue

length process. We conclude this section by showing in Theorem 2.3.6 that the fluid limit

for the queue length process converges to a unique equilibrium state as time increases to

infinity.

Let QN = {QN (t), t ≥ 0} be the queue length process in the N th system. First note

that by setting

IN (t) = (N − (QN
0 −N)−)H̄(t) + (QN

0 −N)+G(t)
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and

WN
0 (t) =

min(QN
0 ,N)∑

i=1

(1{η̃i ≥ t} − H̄(t)),

we have, after subtracting N from both the left and righthand sides of (14), that

QN (t)−N = IN (t) +WN
0 (t) +MN

2 (t) + (AN
G (t)−N) (20)

+
∫ t

0
(QN (t− s)−N)+dF (s).

If we now define the fluid scaled quantities,

Q̄N (t) =
QN (t)−N

N
, (21)

ĪN (t) =
IN (t)
N

,

W̄N
0 (t) =

WN
0 (t)
N

,

M̄N
2 (t) =

MN
2 (t)
N

(22)

and

ĀN
G (t) =

AN
G (t)−N

N
, (23)

it then follows from (20) that

Q̄N (t) = ĪN (t) + W̄N
0 (t) + M̄N

2 (t) + ĀN
G (t) +

∫ t

0
Q̄N,+(t− s)dF (s). (24)

Furthermore, since by Proposition 2.2.1, the mapping ϕF is uniquely defined, setting

Q̄N = {Q̄N (t), t ≥ 0},

ĪN = {ĪN (t), t ≥ 0},

W̄N
0 = {W̄N

0 (t), t ≥ 0},

M̄N
2 = {M̄N

2 (t), t ≥ 0}

and

ĀN
G (t) = {ĀN

G (t), t ≥ 0},
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we have from (24) that

Q̄N = ϕF (ĪN + W̄N
0 + M̄N

2 + ĀN
G ). (25)

The representation (25) above will turn out to be very useful when proving the main result

of this section.

For the remainder of this chapter, we assume that the initial fluid scaled number of

customers in the system converges in distribution as N tends to ∞. In other words, we

assume that

Q̄N
0 =

QN
0 −N

N
⇒ Q̄0 as N →∞. (26)

We may now begin to state some preliminary results in preparation for the statement of

the main result of the section, Theorem 2.3.4. Our first result shows that W̄N
0 converges to

zero as N goes to ∞.

Proposition 2.3.1. W̄N
0 ⇒ 0 as N →∞.

Proof. First note that

W̄N
0 (t) = N−1

N min(N−1QN
0 ,1)∑

i=1

(1{η̃i > t} − H̄(t)).

Thus, for each T > 0 and δ > 0, we have

P

 sup
0≤t≤T

∣∣∣∣∣∣N−1

N min(N−1QN
0 ,1)∑

i=1

(1{η̃i > t} − H̄(t))

∣∣∣∣∣∣ > δ


≤ P

 sup
0≤x≤1

sup
0≤t≤T

∣∣∣∣∣∣N−1

bxNc∑
i=1

(1{η̃i > t} − H̄(t))

∣∣∣∣∣∣ > δ

 .

However, by Lemma 3.1 in [28],

P

 sup
0≤x≤1

sup
0≤t≤T

∣∣∣∣∣∣N−1

bxNc∑
i=1

(1{η̃i > t} − H̄(t))

∣∣∣∣∣∣ > δ

→ 0 as N →∞,

which completes the proof. �

We next show that M̄N
2 converges in distribution to zero. The proof of this result may

be found in the appendix.
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Proposition 2.3.2. M̄N
2 ⇒ 0 as N →∞.

Proof. See appendix. �

Now define

Fe(t) =
∫ t

0
G(t− s)ds, t ≥ 0, (27)

to be the equilibrium distribution associated with the service time distribution F and set

F̄e = 1− Fe to be the tail distribution of Fe. We then have the following result.

Proposition 2.3.3. ĀN
G ⇒ −F̄e as N →∞.

Proof. By the definition of ĀN
G in (23), assumption (15) and as in the proof of Theorem 3

of [28],

ĀN
G =

∫ ·

0
G(· − s)dĀN (s)− 1

⇒
∫ ·

0
G(· − s)ds− 1 as N →∞

= −F̄e,

which completes the proof. �

The following is now the main result of this section. It provides a deterministic first

order approximation to the queue length process. Later, in Section 2.4, we use this result

to center the queue length process and obtain a second order approximation.

Theorem 2.3.4. If Q̄N
0 ⇒ Q̄0 as N → ∞, then Q̄N ⇒ Q̄ as N → ∞, where Q̄ is the

unique strong solution to

Q̄(t) = (1− Q̄−
0 )H̄(t) + Q̄+

0 G(t)− F̄e(t) +
∫ t

0
Q̄+(t− s)dF (s), for t ≥ 0. (28)

Proof. Setting

M̄N
3 = W̄N

0 + M̄N
2 + ĀN

G ,

it follows by Propositions 2.3.1, 2.3.2 and 2.3.3 that

M̄N
3 ⇒ −F̄e as N →∞.
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Since, by assumption, Q̄N
0 ⇒ Q̄0 as N →∞, it now follows by Theorem 11.4.5 in [54] that

(M̄N
3 , Q̄

N
0 ) ⇒ (−F̄e, Q̄0) in D × R as N →∞.

By Theorem 11.4.1 in [54], the space D × R is separable under the product topology and

thus, by the Skorohod representation theorem [54], there exists some alternate probability

space, (Ω̂, F̂ , P̂ ), on which are defined a sequence of processes

{(M̂N
3 , Q̂

N
0 ), N ≥ 1} (29)

such that

(M̂N
3 , Q̂

N
0 ) d= (M̄N

3 , Q̄
N
0 ) for N ≥ 1, (30)

and also processes

(−F̄e, Q̂0)
d= (−F̄e, Q̄0), (31)

where

(M̂N
3 , Q̂

N
0 ) → (−F̄e, Q̂0) P̂ a.s. as N →∞. (32)

Furthermore, as the process −F̄e on the righthand side of (32) is, by (27), continuous, it

follows that the convergence in (32) can also be strengthened to uniform convergence on

compact sets (u.o.c.).

Now set

ÎN = (1− Q̂N,−
0 )H̄ + Q̂N,+

0 G

and note that by (30), we have

(M̂N
3 , Î

N ) d= (M̄N
3 , Ī

N ) for N ≥ 1. (33)

Furthermore, letting

Î = (1− Q̂−
0 )H̄ + Q̂+

0 G,

20



we have for each T ≥ 0, by (32),

sup
0≤t≤T

|ÎN (t)− Î(t)| = sup
0≤t≤T

|(Q̂−
0 − Q̂N,−

0 )H̄(t) + (Q̂N,+
0 − Q̂+

0 )G(t)|

≤ |Q̂N
0 − Q̂0| sup

0≤t≤T
(H̄(t) +G(t))

≤ 2|Q̂N
0 − Q̂0|

→ 0 P̂ a.s. as N →∞. (34)

Now let

Q̂N = ϕF (ÎN + M̂N
3 )

and note that by the representation (25), (29), (33) and the measurability of ϕF from

Proposition 2.2.1, it follows that

Q̂N d= Q̃N for N ≥ 1.

Furthermore, it follows from (32), (34) and the continuity of ϕF with respect to the topology

of uniform convergence over compact sets from Proposition 2, that

Q̂N = ϕF (ÎN + M̂N
3 ) → ϕF ((1 + Q̂−

0 )H̄ + Q̂+
0 G− F̄e) as N →∞,

u.o.c. P̂ a.s. This completes the proof. �

By Theorem 2.3.4, the following result is now trivial. It is revisited again in the Section

that follows.

Corollary 2.3.5. Suppose that Q̄N
0 ⇒ 0 as N → ∞ and that the initial residual service

time distribution is given by Fe. Then, Q̄N ⇒ 0 as N →∞.

Proof. Substituting the initial conditions Q̄0 = 0 and H̄ = F̄e into equation (28) for the

limiting fluid scaled queue length process Q̄, we obtain the equation

Q̄(t) = 0 +
∫ t

0
Q̄+(t− s)dF (s), for t ≥ 0,

which has the unqiue solution Q̄ = 0. This completes the proof. �

We next turn to analyzing the fluid limit in (28) in more detail. The following result

shows that regardless on the initial configuration of the system, it eventually reaches a

steady state on the fluid scale.
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Theorem 2.3.6. Suppose that both the initial service time distribution H and the equi-

librium distribution Fe posses a finite mean and that the service time distribution F is

non-lattice. Let Q̄ be the fluid limit obtained from Theorem 2.3.4 above. Then, there exists

a constant c? ≥ 0, which in general depends on the initial conditions Q̄0 and H of the

system, such that

lim
t→∞

Q̄(t) = c?.

Proof. First note by (28), that for t ≥ 0,

Q̄(t) = (1− Q̄−
0 )H̄(t) + Q̄+

0 G(t)− F̄e(t) +
∫ t

0
Q̄+(t− s)dF (s) (35)

≥ (1− Q̄−
0 )H̄(t) + Q̄+

0 G(t)− F̄e(t)

→ 0 as t→∞

and so it follows that

Q̄−(t) → 0 as t→∞.

It remains to find a limit for Q̄+. Since Q̄ = Q̄+ − Q̄−, first note by (35) that

Q̄+(t) = X̄(t) +
∫ t

0
Q̄+(t− s)dF (s)

where

X̄(t) = −Q̄−(t) + (1− Q̄−
0 )H̄(t) + Q̄+

0 G(t)− F̄e(t). (36)

Thus, if we may show that X̄ is directly Riemann integrable, then it will follow by the key

renewal theorem that

lim
t→∞

Q̄+(t) =
∫ ∞

0
X̄(s)ds,

which will complete the proof.

We will now show that X̄ is directly Riemann integrable. Note that since by assumption

H and F both posses finite means, it follows that

(1− Q̄−
0 )H̄ + Q̄+

0 G
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is directly Riemann integrable, being the sum of two nonincreasing Riemann integrable

functions. Next, since Fe is assumed to have a finite mean, it also follows that F̄e is directly

Reimann integrable from which follows the direct Riemann integrability of

(1− Q̄−
0 H̄ + Q̄+

0 G− F̄e.

Thus, in order to complete the proof, it is sufficient to show that Q̄− a directly Riemann

integrable function. However, this follows since by (35),

0 ≤ Q̄− ≤ F̄e

and F̄e is a directly Riemann integrable function. The proof is now complete. �

2.4 Diffusion Limit Results

In this section, we obtain limiting results for the diffusion scaled queue length process. This

is accomplished by first writing system equation (20) for the queue length process in terms

of the regulator map ϕF defined in Section 2.2. We then provide several useful propositions

and lemmas in preparation for the statement of our main result, Theorem 2.4.4, which

provides a limiting approximation to the diffusion scaled queue length process. Corollary

2.4.5 next provides an alternative representation of the limiting process in Theorem 2.4.4.

We conclude by showing how the alternative representation of Corollary 2.4.5 reduces to the

diffusion obtained by Halfin and Whitt [18] in the case of exponentially distributed service

times and renewal arrivals.

For the remainder of this section, we will make the simplifying assumption that the

residual service time distribution of those customers being served at time zero is equal to

Fe, the equilibrium distribution associated with F and that fluid scaled initial number of

customers in the system converges to zero, i.e.

Q̄N
0 ⇒ 0 as N →∞.

We will also assume that on a diffusion scale, the initial number of customers converges.

That is,

Q̃N (0) =
QN

0 −N√
N

⇒ Q̃(0) as N →∞. (37)

23



Recall now that equation (20) in Section 2.3 shows that the queue length at time t may

be written as

QN (t) = IN (t) +WN
0 (t) +MN

2 (t) +AN
G (t)

+
∫ t

0
(QN (t− s)−N)+dF (s).

Centering the above equation by N +NQ̄(t) = N and performing some algebraic manipu-

lations, one then obtains that

QN (t)−N = MN
Q (t) +HN (t) +WN

0 (t) +MN
2 (t) +MN

1 (t)

+
∫ t

0
(QN (t− s)−N)+dF (s), (38)

where

MN
Q (t) = (QN

0 −N)+(G(t)− F̄e(t)),

HN (t) = (QN
0 −N)F̄e(t)

and

MN
1 (t) =

∫ t

0
G(t− s)d(AN (s)−Ns). (39)

Let MN
Q = {MN

Q (t), t ≥ 0}, HN = {HN (t), t ≥ 0} and MN
1 = {MN

1 (t), t ≥ 0}.

If we now define the diffusion scaled quantities,

Q̃N (t) =
QN (t)−N√

N
, (40)

M̃N
Q (t) =

MN
Q (t)
√
N

,

H̃N (t) =
HN (t)√

N
,

W̃N
0 (t) =

WN
0 (t)√
N

,

M̃N
2 (t) =

MN
2 (t)√
N

(41)

and

M̃N
1 (t) =

MN
1 (t)√
N

,
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it then follows from (38), that

Q̃N (t) = M̃N
Q (t) + Q̃N

I (t) +
∫ t

0
Q̃N,+(t− s)dF (s), (42)

where

Q̃N
I (t) = H̃N (t) + W̃N

0 (t) + M̃N
1 (t) + M̃N

2 (t).

Letting

Q̃N = {Q̃N (t), t ≥ 0},

M̃N
Q = {M̃N

Q (t), t ≥ 0},

H̃N = {H̃N (t), t ≥ 0},

W̃N
0 = {W̃N

0 (t), t ≥ 0},

M̃N
2 = {M̃N

2 (t), t ≥ 0},

M̃N
1 (t) = {M̃N

1 (t), t ≥ 0}

and

Q̃N
I = H̃N + W̃N

0 + M̃N
1 + M̃N

2 ,

we then have, since the mapping ϕF is by Proposition 2.2.1 uniquely defined, that (42) may

also be written as

Q̃N = ϕF (M̃N
Q + Q̃N

I ). (43)

The representation (43) will be useful in the proof our main result. However, before

stating this result, we first provide several preliminary propositions and lemmas which are

interesting in their own right.

Let ÂN (t) be the number of customers who have entered service by time t, excluding

those customers who were intially in service at time zero, and set ÂN = {ÂN (t), t ≥ 0}. We

then have the following.

Lemma 2.4.1. N−1ÂN ⇒ e as N →∞.
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Proof. First note the relationship

ÂN (t) = (QN (0)−N)+ +AN (t)− (QN (t)−N)+. (44)

It then follows by assumption (15), Corollary 2.3.5, assumption (37) and the continuous

mapping theorem that

N−1ÂN = Q̄N,+(0) + ĀN − Q̄N,+ ⇒ e as N →∞,

which completes the proof. �

We next provide a result which will be crucial in the proof of our main result. Its proof

may be found in the appendix.

Proposition 2.4.2. Let

M̂N
2 (t) = N−1/2

Nt∑
i=1

(1{N−1i+ ηi ≥ t} −G(t−N−1i)), t ≥ 0,

and set M̂N
2 = {M̂N

2 (t), t ≥ 0}. Then,

(M̃N
2 , M̂

N
2 ) ⇒ (M̃2, M̃2) as N →∞,

where M̃2 is a centered Gaussian process with covariance structure

E[M̃2(t)M̃2(t+ δ)] =
∫ t

0
G(t+ δ − u)F (t− u)du for t, δ ≥ 0.

Proof. See appendix. �

We now prove a joint convergence result on the diffusion scaled processes defined at the

beginning of this section. Let

M̃1(t) =
∫ t

0
G(t− s)d(ξ(s)− βs), t ≥ 0, (45)

and set M̃1 = {M̃1(t), t ≥ 0}. The process ξ appearing in the definition of M̃1 above is the

limiting process appearing in (16) and β arises from the QED condition (18). Note also

that the integral above may be interpreted as integration by parts.
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Next, let W̃0 = {W̃0(t), t ≥ 0} be a Brownian bridge. In other words, W̃0 is the unique

continuous, centered Gaussian process on [0, 1] with covariance function

E[W̃0(s)W̃0(t)] = (s ∧ t)− st, 0 ≤ s ≤ t ≤ 1.

Moreover, set W̃0(Fe) = {W̃0(Fe(t)), t ≥ 0}, where Fe is the equilibrium distribution associ-

ated with F as defined in (27). One may view W̃0(Fe) as a time changed Brownian bridge.

We then have the following result.

Proposition 2.4.3.

(Q̃N (0), W̃N
0 , M̃N

1 , M̃
N
2 ) ⇒ (Q̃(0), W̃0(Fe), M̃1, M̃2) in R×D3

as N →∞, where each of the limiting processes appearing on the righthand side above are

independent of one another.

Proof. We first show convergence of the marginals. The convergence of Q̃N (0) to Q̃(0) is

clear by assumption (37).

Let

ŴN (t) = N−1/2
N∑

i=1

(1{η̃i > t} − F̄e(t))

and set ŴN = {ŴN (t), t ≥ 0}. The convergence

(ŴN
0 , W̃N

0 ) ⇒ (W̃0(Fe), W̃0(Fe)) as N →∞ (46)

follows by the representation

W̃N (t) = N−1/2

N(min(N−1QN
0 ,1)∑

i=1

(1{η̃i > t} − F̄e(t)),

the random time change theorem and Lemma 3.1 of [28], since, by the continuous mapping

theorem and assumption (37),

(min(N−1QN
0 , 1) ⇒ 1 as N →∞.

Finally, the convergence of M̃N
1 to M̃1 follows by Theorem 3 of [28] and the convergence of

M̃N
2 to M̃2 is immediate by Proposition 2.4.2.
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It remains to show the joint convergence as stated in the proposition. The convergence

(Q̃N (0), ŴN
0 , M̃N

1 , M̂
N
2 ) ⇒ (Q̃(0), W̃0(Fe), M̃1, M̃2) in R×D3

as N → ∞ follows by Theorem 11.4.4 in [54] since each of the component processes ap-

pearing in the prelimit above are independent of one another and further, they converge to

their desired limits as shown in the previous paragraph. Next, note that

d((Q̃N (0), W̃N
0 , M̃N

1 , M̃
N
2 ), (Q̃N (0), ŴN

0 , M̃N
1 , M̂

N
2 )) ≤ d0(W̃N

0 , ŴN
0 ) + d0(M̃N

2 , M̂
N
2 )

and thus, if we can show that

d0(W̃N
0 , ŴN

0 ) + d0(M̃N
2 , M̂

N
2 ) ⇒ 0 as N →∞, (47)

then by Theorem 11.4.7 in [54] the proof will be complete. However, (47) follows by (46),

Proposition 2.4.2 and Theorem 11.4.8 in [54]. The proof is now complete. �

We are now ready to state the main result of this section. Let

H̃ = Q̃(0)F̄e and M̃Q = Q̃+(0)(G− F̄e). (48)

Furthermore, set

Q̃I = H̃ + W̃0(Fe) + M̃1 + M̃2. (49)

Note that by Theorem 3 of [28], Q̃I is the limiting queue length process of a sequence of

G/GI/∞ queues with identical arrival processes and service time sequence as our original

sequence of G/GI/N queues and with QN
0 customers in service at time zero with residual

service time distribution Fe.

The following is now our second main result.

Theorem 2.4.4. If the residual service time distribution H = Fe and Q̃N (0) ⇒ Q̃(0) as

N →∞, then Q̃N ⇒ ϕF (M̃Q + Q̃I) as N →∞.

Proof. By Proposition 2.4.3, we have that

(Q̃N (0), W̃N
0 , M̃N

1 , M̃
N
2 ) ⇒ (Q̃(0), W̃0(Fe), M̃1, M̃2) in R×D3
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as N →∞, where each of the limiting processes appearing on the righthand side above are

independent of one another. Since (R,R) and (D,D) are both separable spaces, it follows

by Theorem 11.4.1 in [54] that R ×D3 is separable under the product topology. Thus, by

the Skorohod Representation Theorem [54], there exists some alternate probability space,

(Ω̂, F̂ , P̂ ), on which are defined a sequence of processes

{(Q̂N
0 , Ŵ

N
0 , M̂N

1 , M̂
N
2 ), N ≥ 1}

where

(Q̂N
0 , Ŵ

N
0 , M̂N

1 , M̂
N
2 ) d= (Q̃N (0), W̃N

0 , M̃N
1 , M̃

N
2 ) for N ≥ 1, (50)

and also processes

(Q̂0, Ŵ0(Fe), M̂1, M̂2)
d= (Q̃(0), W̃0(Fe), M̃1, M̃2), (51)

such that

(Q̂N
0 , Ŵ

N
0 , M̂N

1 , M̂
N
2 ) → (Q̂0, Ŵ0(Fe), M̂1, M̂2) as N →∞, (52)

P̂ a.s., where the convergence occurs in the Skorohod J1-metric. Furthermore, since each

of the processes appearing on the righthand side of (52) is continuous, we may assume that

above convergence also occurs uniformly on compact sets (u.o.c.)

Now set

M̂N
Q = Q̂N,+(0)(F̄ − F̄e)

and

M̂Q = Q̂+(0)(F̄ − F̄e).

It is then clear that

sup
0≤t≤T

|M̂N
Q (t)− M̂Q(t)| ≤ |Q̂N

0 − Q̂0| sup
0≤t≤T

|F̄ (t)− F̄e(t)|

≤ 2|Q̂N
0 − Q̂0|,
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and so it follows by (52) that

M̂N
Q → M̂Q as N →∞ u.o.c. P̂ a.s. (53)

Next, letting

ĤN = Q̂N
0 F̄e,

a similar augment shows that

ĤN → Ĥ as N →∞ u.o.c. P̂ a.s., (54)

where

Ĥ = Q̂0F̄e.

Now letting

Q̂N
I = ĤN + ŴN

0 + M̂N
1 + M̂N

2 ,

we have by (52), (53) and (54) that

M̂N
Q + Q̂N

I → M̂Q + Q̂I as N →∞ u.o.c. P̂ a.s., (55)

where

Q̂I = Ĥ + Ŵ (Fe) + M̂1 + M̂2.

Furthermore, it follows by (51) that

M̂N
Q + Q̂N

I
d= M̃N

Q + Q̃N
I for N ≥ 1. (56)

Now set

Q̂N = ϕF (M̂N
Q + Q̂N

I ). (57)

Since by Proposition 2.2.1, the map ϕF is measurable, it follows by (43), (56) and (57) that

Q̂N d= Q̃N for N ≥ 1.
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Furthermore, by the continuity portion of Proposition 2.2.1 and (55),

Q̂N = ϕF (M̂N
Q + Q̂N

I ) → ϕF (M̂Q + Q̂I) as N →∞ u.o.c. P̂ a.s.,

which, by (56), completes the proof. �

In words, one may view the result of Theorem 2.4.4 as saying that in the limit the queue

length process of the G/GI/N queue is equal to that of that of an infinite server queue

plus some positive adjustment. It is important to point out that the adjustment is positive

by necessity since the number of customers in the G/GI/N system will, because service

times are assigned to customers as they arrive, always be sample pathwise more than in the

G/GI/∞ queue. Furthermore, the term Q̃+ appears in the limit since it is only when there

are more customers than servers in the system that the finite server approximation to the

infinite server queue will be off.

Nevertheless, it is still not immediately clear that the limiting process of Theorem 2.4.4

is equivalent to that of Theorem 2 of Halfin and Whitt [19] in the case of exponentially

distributed service times. The following corollary is helpful in showing that this is indeed

the case. The intuition behind the corollary is the following. Rather than approximating

the system as an infinite server queue, suppose it was simply assumed that all of the servers

were constantly running. Of course, this will be the case when there is a positive number

of customers waiting to be served. However, if there are no customers waiting to be served,

then there will be some servers idle and this approximation will provide too few customer

in the system. Thus, whenever QN < N it will be necessary to add back some customers

to the approximation and the question then becomes how much. In a forthcoming paper

[41], the arguments behind this intuition will be be rigorously justified. However, for the

present time, we have the following.

Let M = {M(t), t ≥ 0} be the renewal function associated with the pure renewal process

with interarrival distribution given by the service time distribution F . Also, set

ζ = M̃Q + Q̃I . (58)
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Corollary 2.4.5. Q̃N ⇒ Q̃ as N →∞, where Q̃ is the unique pathwise solution to

Q̃(t) = ζ(t) +
∫ t

0
ζ(t− u)dM(u) +

∫ t

0
Q̃−(t− u)dM(u), (59)

for t ≥ 0 , where Q̃−(t) = −min(Q̃(t), 0).

Proof . Let F = {F (t), t ≥ 0} be a distribution function and r = {r(t), t ≥ 0} be an

unknown function satisfying the integral equation of renewal type,

r(t) = H(t) +
∫ t

0
r(t)dF (t− u), for t ≥ 0, (60)

for some H = {H(t), t ≥ 0}. If H is a locally bounded function, then (60) has a unique

locally bounded solution [24], which is given by

r(t) = H(t) +
∫ t

0
H(t− u)dM(u), (61)

where M = {M(t), t ≥ 0} is the solution to the renewal equation,

M(t) = F (t) +
∫ t

0
M(t− u)dF (u), for t ≥ 0.

By the definition of ζ in (58), the limiting process of Theorem 2.4.4 may be written as

Q̃(t) = ζ(t) +
∫ t

0
Q̃+(s)dF (t− s), for t ≥ 0.

Next, since Q̃ = Q̃+ − Q̃−, we have

Q̃+(t) = ζ(t) + Q̃(t)− +
∫ t

0
Q̃+(s)dF (t− s).

Furthermore, it follows that ζ + Q̃− is almost surely a locally bounded function since it is

almost surely an element of D[0,∞). It therefore follows from (60) and (61) that

Q̃+(t) = ζ(t) + Q̃−(t) +
∫ t

0
ζ(t− u)dM(u)−

∫ t

0
Q̃−(t− u)dM(u),

or, equivalently,

Q̃(t) = ζ(t) +
∫ t

0
ζ(t− u)dM(u)−

∫ t

0
Q̃−(t− u)dM(u)

which completes the proof. 2
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In the case of the GI/M/N queue, Corollary 2.4.5 may be used to obtain the original

diffusion limit result obtained by Halfin and Whitt [15]. This may be seen by first noting

that for exponentially distributed service times, the renewal function M in (59) will be the

renewal function for a rate 1 Poisson process, which is simply given by M(t) = t. Thus, the

limiting process of Corollary 2.4.5 may be written

Q̃(t) = ζ(t) +
∫ t

0
ζ(s)ds+

∫ t

0
Q̃−(s)ds. (62)

Furthermore, using (58), (48) and (49), extensive covariance calculations show that

B(t) = ζ(t) +
∫ t

0
ζ(s)ds, t ≥ 0,

is a Brownian motion with drift−β and infinitesimal variance 1+σ2, where σ2 is the variance

of the interarrival times. Therefore, the process (62) is a diffusion with infinitesimal drift

m(x) = −β for x ≥ 0 and m(x) = −x− β for x < 0 and infinitesimal variance 1 + σ2, both

in agreement with Theorem 3 of Halfin and Whitt [15].
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CHAPTER III

CUSTOMER ABANDONMENT IN HEAVY TRAFFIC

We present a novel heavy traffic regime for the GI/GI/1 +GI queue. Our approach is to

scale the hazard rate function of the abandonment distribution of the customers arriving to

the queue. Our main result is then to provide a limiting diffusion approximation for both

the scaled queue length and virtual waiting time processes. The diffusion limits we obtain

are reflected at the origin into the positive portion of the real line and have a negative drift

which incorporates the entire hazard rate function. The proofs of the lemmas contained in

this Chapter may be found in Appendices A and C.

3.1 Model Formulation

Our study of the GI/GI/1 queue having FIFO service and customer abandonments begins

with the model introduced in Ward and Glynn [52]. The model primitives are three in-

dependent i.i.d. sequences of non-negative random variables {ui, i ≥ 1}, {vi, i ≥ 1}, and

{ai, i ≥ 1}, which are all defined on a common probability space (Ω,F , P ). We assume that

E[u1] = E[v1] = 1 and var(u1) <∞, var(v1) <∞. For a given arrival rate ρ, the ith system

arrival joins the queue at time

ti ≡
i∑

j=1

uj

ρ
,

has service time vi, and will abandon if processing does not begin within ai time units. (For

the interested reader, we note that more sophisticated models of customer impatience can

be found in Mandelbaum and Shimkin [38] and Zohar, Mandelbaum, and Shimkin [60].)

We let F be the cumulative distribution function of a1, and

h(x) =
d
dxF (x)

1− F (x)
, x ≥ 0

be the associated hazard rate function. We assume F is proper; i.e., that limx→∞ F (x) = 1.

Then, Lemma 2 in Baccelli, Boyer, and Hebuterne [3] guarantees the offered waiting time

process given in (63) below possesses a non-degenerate limiting distribution.
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The length of time a customer arriving at time t has to wait for service depends upon

the processing times of the customers in the queue at time t who eventually receive service

(and do not abandon). In particular, for t > 0, the offered waiting time process

V (t) ≡
A(t)∑
n=1

vn1{V (t−n ) < an} −B(t) ≥ 0 (63)

tracks the waiting time an infinitely patient arriving customer would experience at time

t > 0. Here, the process

A(t) ≡ max

i ≥ 0 :
i∑

j=1

uj ≤ ρt


counts the number of customers that have arrived to the system by time t ≥ 0 and the

process

B(t) ≡
∫ t

0
1{V (s) > 0}ds

is the cumulative server busy time.

It is useful for our analysis to represent the offered waiting time process in terms of a

stochastic integral and three martingales as follows. Define the σ-field

Fi ≡ σ((u1, v1, a1), ..., (ui, vi, ai), ui+1) ⊂ F

such that

P (V (t−i ) ≥ ai|Fi−1) = F
(
V (t−i )

)
, i = 1, 2, . . . ,

almost surely, because V (t−i ) is Fi−1 measurable and ai is independent of Fi−1. The mar-

tingale 
Ma(i) ≡

i∑
j=1

1{V (t−j ) ≥ aj} − E[1{V (t−j ) ≥ aj}|Fj−1],Fi

 , i ≥ 0

 (64)

is the sum of the random variables representing which customers abandon, centered by their

conditional means. Also let

S(i) ≡
i∑

j=1

(vj − E[v1])

be the sum of the centered service times and

Sa(i) ≡
i∑

j=1

(vj − E[v1])1{V (t−i ) ≥ ai}
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be the sum of the centered service times of those customers that will eventually abandon.

Define the centered process

X(t) ≡ E[v1]A(t)− ρt+ S(A(t)) + t (ρ− 1)− Sa(A(t))− E[v1]Ma(A(t)), (65)

and the “integral error” process

ε(t) ≡
∫ t

0

(∫ V (s−)

0
h(u)du

)
ds− E[v1]

∫ t

0
F (V (s−))dA(s). (66)

(Note that even though E[v1] = 1, we explicitly write E[v1] in (65) because its presence

will be important in our heavy traffic regime defined in Section 3.2, where service times are

scaled to become small.) Algebraic manipulations of (63) show that

V (t) = X(t) + ε(t)−
∫ t

0

(∫ V (s−)

0
h(u)du

)
ds+ I(t), (67)

where

I(t) ≡ t−B(t) =
∫ t

0
1{V (s) = 0}ds (68)

is the cumulative server idle time.

We first perform our asymptotic analysis under the assumption that the abandonment

distribution has support on the positive real line.

Assumption 1. The abandonment distribution F may be expressed as

F (x) = 1− exp
(
−
∫ x

0
h(u)du

)
, for x ≥ 0

where h is a non-negative and continuous function on [0,∞).

We then extend our analysis to include abandonment distributions having compact

support.

Assumption 2. The abandonment distribution F may be expressed as

F (x) =
(

1− exp
(
−
∫ x∧C

0
h(u)du

))
+ b1{x ≥ C}, x ≥ 0,

where h is a non-negative and continuous function on [0, C], and b ≡ exp
(
−
∫ C
0 h(u)du

)
.

Assumption 2 allows distributions such as the deterministic distribution, for which

h(x) = 0, x < C, and F (x) = 1{x ≥ C}, but does not allow distributions such as the

uniform distribution on [0, 1], for which h(x) = (1 − x)−1 → ∞ as x ↑ 1. For technical

reasons, we avoid distributions whose hazard rate tends to infinity on its support.
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3.2 Hazard Rate Scaling in Heavy Traffic

We first define our heavy traffic asymptotic regime in Subsection 3.2.1. Subsection 3.2.2

provides intuition for our assumed hazard rate scaling, and Subsection 3.2.3 discusses its

implications in terms of customer patience.

3.2.1 The Heavy Traffic Asymptotic Regime

We consider a sequence of systems indexed by n ≥ 1 in which the arrival rates become large

and service times small. Our convention is to superscript any process or quantity associated

with the nth system by n. Specifically, the nth system has arrival rate nρn. That is, the ith

arrival to the nth system occurs at time

tni ≡
i∑

j=1

uj

nρn
,

and the cumulative number of customer arrivals in [0, t] in the nth system is given by

An(t) = max {i ≥ 0, tni ≤ t} , t ≥ 0.

The service time of the ith arrival is

vn
i ≡ vi/n, (69)

so that the sum of centered service times becomes

Sn(i) =
1
n

i∑
j=1

(vj − E[v1]) . (70)

As n increases, the mean arrival and service rates become arbitrarily close; in particular,

√
n(ρn − 1) → θ, as n→∞, (71)

where θ ∈ <.

We scale the hazard rate function by
√
n so that the hazard rate function associated

with customer abandonment times in the nth system is

hn(x) ≡ h(
√
nx). (72)
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To intuitively motivate the scaling in (72), first observe that in a conventional queueing

system having ai = ∞ for all i ≥ 0, Kingman’s approximation [26] shows the queue size is

proportional to (1− ρn)−1, which is of order
√
n from assumption (71). Because the arrival

rate in the nth system is of order n, a sample path version of Little’s law known as the

snapshot principle (see Reiman [43]) suggests that

V n(t) ≈ Qn(t)
nρn

∝
√
n/n = 1/

√
n, (73)

meaning the offered waiting time in the nth system shrinks at rate n−1/2 as n grows large.

Therefore, as in an observation made much earlier by Lehoczky [34] (and further developed

in [10], [31], [32], and [30] for a GI/GI/1+GI system operating under the earliest-deadline-

first service discipline, and under the assumption that customers do not abandon the system

when their deadline expires), in order that the limiting system capture the effects of cus-

tomer abandonments, customer abandonment times must be shrinking (at rate
√
n) as n

grows large. Furthermore, in order that more than only the behavior of the abandonment

distribution close to the origin be used to determine whether or not a customer in the nth

system abandons when n is large, the hazard rate scaling must inflate its argument by
√
n.

Under Assumption 1, (72) implies the distribution of abandonment times in the nth

system is

Fn(x) = 1− exp
(
−
∫ x

0
h(
√
nu)du

)
, for x ≥ 0. (74)

Under Assumption 2, (72) implies the upper bound on abandonment times in the nth system

is

Cn ≡ C√
n
, (75)

and the distribution of abandonment times in the nth system is

Fn(x) =

(
1− exp

(
− 1√

n

∫ (√nx)∧C

0
h(w)dw

))
+ bn1{

√
nx ≥ C}, (76)

where

bn ≡ exp
(
− 1√

n

∫ C

0
h(w)dw

)
. (77)

We assume customer abandonment times in the nth system are an i.i.d. sequence of random

variables {an
j , j ≥ 1} having distribution Fn defined in either (74) or (76). Note that the
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sum of centered service times of those customers that will eventually abandon becomes

Sn
a (i) =

1
n

i∑
j=1

(vj − E[v1])1{V n(tn,−
i ) ≥ an

i }. (78)

It is useful for later analysis to define the fluid-scaled quantity

A
n(t) ≡ An(t)

n
, (79)

and the diffusion-scaled quantities

Ṽ n(t) ≡
√
nV n(t) (80)

Ãn(t) ≡
√
n

(
1
n
An(t)− ρnt

)
(81)

S̃n(t) ≡
√
nSn (bntc) (82)

S̃n
a (t) ≡

√
nSn

a (bntc) (83)

M̃n
a (t) ≡ 1√

n
Mn

a (bntc) (84)

Ĩn(t) ≡
√
nIn(t). (85)

Recall from (73) that the scaling that leads to a non-degenerate limit process should inflate

the offered waiting time process by
√
n.

We require the following technicalities. All random variables are defined on a common

probability space (Ω,F , P ). For each positive integer d, let D([0,∞),<d) be the space of

right continuous functions with left limits (RCLL) in <d having time domain [0,∞). We

endow D([0,∞),<d) with the usual Skorokhod J1 topology, and let Md denote the Borel

σ-algebra associated with the J1 topology. All stochastic processes are measurable functions

from (Ω,F , P ) into (D([0,∞),<d),Md) for some appropriate dimension d. We will often

use the notation ξn = {ξn(t), t ≥ 0} to denote the stochastic process associated with a

collection of random variables {ξn(t), t ≥ 0}. Suppose {ξn}∞n=1 is a sequence of stochastic

processes. The notation ξn ⇒ ξ means that the probability measures induced by the ξn’s

on (D([0,∞),<d),Md) converge weakly to the probability measure on (D([0,∞),<d),Md)

induced by the stochastic process ξ. The notation D= means equal in distribution.

The functional strong law of large numbers (see, for example, Theorem 5.10 in Chen

and Yao [8]) establishes

A
n → e, (86)
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P -almost surely, uniformly on compact sets, as n → ∞, where e(t) = t for all t ≥ 0 is the

identity function. Let WS,1 and WS,2 be independent, standard Brownian motions. The

functional central limit theorem for renewal processes (see, for example Theorem 5.11 in

Chen and Yao [8]) establishes

Ãn ⇒ var(u1)WS,1,

as n → ∞, and Donsker’s theorem (see, for example, Theorem 14.1 in Billingsley [4])

establishes

S̃n ⇒ var(v1)WS,2,

as n → ∞. The assumed independence of the inter-arrival and service time sequences

implies the joint convergence

(
Ãn, S̃n

)
⇒ (var(u1)WS,1, var(v1)WS,2) , (87)

as n→∞. We often use the random time change theorem in our proofs, and a convenient

statement of this result can be found in Chapter 3, Section 14 of Billingsley [4]. In gen-

eral, addition is not a continuous map from D ([0,∞),<) ×D ([0,∞),<) → D ([0,∞),<);

however, addition is a continuous map on the subspace of continuous functions. All limit

processes in this Chapter are continuous, and so we often use the continuous mapping theo-

rem (see, for example, Theorem 3.4.1 of Whitt [54]) in association with the addition operator

and obtained limit processes without further explanation. Finally, the space D([0,∞),<) is

separable and complete by Theorem 16.3 in Billingsley [4], and so relative compactness and

tightness in D([0,∞),<) are equivalent by Prohorov’s theorem (see, for example, Theorem

5.1 in Billingsley [4] for the direct half and Theorem 5.2 in [4] for the converse half). We

use the two words interchangeably.

3.2.2 Intuition for the Hazard Rate Scaling

In order to produce an interesting limiting diffusion approximation, we would like the state-

dependent rate at which customers are abandoning the system, appropriately scaled, to

converge to a non-degenerate limit. To calculate this state-dependent rate, we must first

determine the probability that each customer in the queue will abandon the system in
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the next small amount of time. We can calculate this abandonment probability for each

customer using the hazard rate function associated with the abandonment distribution as

follows.

First, as in Whitt [56], we assume that few customers have abandoned, and so the

amount of time that the ith customer from the back of the queue has been waiting is close

to i/n, because i customers have arrived after this customer, the average inter-arrival time

in the nth system is 1/(ρnn), and ρn is close to 1. This then implies that the probability

that this customer will abandon the system in the next δ time units is close to hn(i/n)δ,

and so, summing over all the customers in line at time t, the abandonment rate at time t

is approximately
Qn(t)∑
i=1

hn

(
i

n

)
.

From (73), Qn ≈ nρnV n, and so since ρn is close to 1 for large n, the above sum is

approximately
nV n(t)∑

i=1

hn

(
i

n

)
=

√
nṼ n(t)∑
i=1

h

(
i√
n

)
,

where the equality follows from the definition of hn in (72) and Ṽ n in (80).

Since the relationship (73) also suggests that the queue-length is growing at rate
√
n,

to have any hope of obtaining a finite, state-dependent total system abandonment rate, we

must scale by n−1/2. Then, assuming that Ṽ n ⇒ V as n→∞, we find that

1√
n

√
nṼ n(t)∑
i=1

h

(
i√
n

)
⇒
∫ V (t)

0
h(u)du, (88)

as n → ∞, also using the definition of the Riemann-Stieltjes integral. Hence we have a

limiting regime in which the total system abandonment rate converges to a non-degenerate

limit. Moreover, the entire abandonment distribution influences this limiting system aban-

donment rate.

We further conjecture that for large n, the instantaneous rate of abandonment approx-

imately equals the arrival rate times the probability that an arriving customer abandons.

Consider a customer who arrives to the queue in the nth system at time t and finds the

offered waiting time to be V n(t). When abandonment times are unbounded, the probability

41



that this customer abandons is

Fn(V n(t)) = 1− exp

(
−
∫ V n(t)

0
h(
√
nu)du

)
,

and a change of variables shows that the right hand side of the above expression is equiva-

lently rewritten as

1− exp

(
− 1√

n

∫ Ṽ n(t)

0
h(u)du

)
.

Again assuming Ṽ n ⇒ V as n → ∞, a Taylor expansion of ex about zero shows that

the probability an arriving customer abandons decreases at rate
√
n as n grows large. In

particular, applying L’Hopital’s rule shows

√
nFn(V n(t)) ⇒

∫ V (t)

0
h(u)du (89)

as n→∞. Comparing the limits (88) and (89) side-by-side shows

√
nṼ n(t)∑
i=1

h

(
i√
n

)
≈ nFn(V n(t)),

suggesting that for large n the rate of abandonment approximately equals the arrival rate

times the probability of abandonment.

3.2.3 Implications of the Scaling

In this section, we discuss the implications of our assumed hazard rate scaling (72) on

customer impatience. We begin with the following definition. Recall that Fn represents the

abandonment time distribution of customers in the nth system.

Definition 3.2.1. We say that customers are becoming more impatient on the diffusive time

scale if

Fn+1((n+ 1)−1/2x) ≥ Fn(n−1/2x),

for all x ∈ R and n ≥ 1.
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The diffusive time scale is of interest because from (73), customer waiting times in the

nth system are of order n−1/2.

It is easy to see that customers are always becoming more impatient on the diffusive

time scale and we record this as our first proposition of this section. The proof is immediate

from the representation for Fn in (74) under Assumption 1 and (76) under Assumption 2,

and so is omitted.

Proposition 3.2.2. Customers are becoming more impatient on the diffusive time scale for

any abandonment time distribution satisfying Assumption 1 or 2.

We next study what is occurring to customer impatience on the original time scale. The

following definition characterizes customer impatience in terms of whether the abandonment

time distribution function is stochastically increasing or decreasing as n increases.

Definition 3.2.3. We say that customers are becoming more impatient (patient) on the

original time scale if Fn+1(x) ≥ Fn(x) (Fn+1(x) ≤ Fn(x)) for all x ∈ < and n ≥ 1.

When we do not change the timescale as n increases, the characterization of customer

patience levels is more complicated, and requires closer examination of the hazard rate

function h. Recall the following definition of a distribution function G with an increasing

(decreasing) average hazard rate.

Definition 3.2.4. A distribution function G, with hazard rate h, is said to possess an in-

creasing average hazard rate if for 0 ≤ a ≤ b,

1
a

∫ a

0
h(u)du ≤ 1

b

∫ b

0
h(u)du.

We say that G has a decreasing average hazard rate if the above inequality holds with b ≤ a.

The following result characterizes impatience on the original time scale.

Proposition 3.2.5. Under either Assumption 1 or Assumption 2, customers become more

impatient (patient) on the original time scale if and only if their abandonment time distri-

bution possesses an increasing (decreasing) average hazard rate.
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Proof of Proposition 3.2.5: Suppose first that F possesses an increasing average hazard

rate. Then, for each x ≥ 0 under Assumption 1 or 0 ≤ x < Cn under Assumption 2, from

the expression for Fn in (74) or (76),

1− Fn(x) = e
− 1√

n

∫√nx
0 h(u)du ≥ e

− 1√
n+1

∫√n+1x
0 h(u)du = 1− Fn+1(x),

where the inequality follows since F possesses an increasing average hazard rate.

Suppose, on the other hand, that customers are becoming more impatient on the original

time scale. Then, for each x ≥ 0 under Assumption 1 or 0 ≤ x ≤ Cn under Assumption 2,

e
− 1√

n

∫ x
√

n
0 h(u)du = 1− Fn(x) ≥ 1− Fn+1(x) = e

− 1√
n+1

∫ x
√

n+1
0 h(u)du

,

so that F possess an increasing average hazard rate. �

Because the exponential distribution is the only continuous distribution with a constant

hazard rate, we also have the following immediate corollary of Proposition 3.2.5.

Corollary 3.2.6. The level of customer patience remains constant if and only if the aban-

donment distribution is exponential.

3.3 Non-linear Generalized Regulator Mappings

The key to our asymptotic analysis in Section 3.4 (that establishes the weak convergence of

the offered waiting time process) is to represent the offered waiting time process in terms of

a one- or two-sided non-linear generalized regulator mapping. To see what the appropriate

mappings are, first observe that under assumption 1, from (65), (66), (67), and (69), the

evolution equation for the offered waiting time process in the nth system is

V n(t) = Xn(t) + εn(t)−
∫ t

0

(∫ V n(s−)

0
hn(u)du

)
ds+ In(t), (90)

where

Xn(t) ≡ 1
n
An(t)− ρnt+ Sn(An(t)) + t(ρn − 1)− Sn

a (An(t))− 1
n
Ma (An(t)) (91)
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and, also using the definition of Fn in (74)

εn(t) ≡
∫ t

0

(∫ V n(s−)

0
hn(u)du

)
ds− 1

n

∫ t

0
Fn
(
V n(s−)

)
dAn(s). (92)

=
1√
n

∫ t

0

(∫ Ṽ n(s−)

0
h(w)dw

)
ds

−
∫ t

0

(
1− exp

(
− 1√

n

∫ Ṽ n(s−)

0
h(w)dw

))
dA

n(s)

Under Assumption 2, we add and subtract the number of arrivals that find the offered

waiting time process exceeding the upper bound on abandonment times, appropriately

scaled,

Un(t) ≡ bn

n

∫ t

0
1{V n(s−) ≥ Cn}dAn(s), (93)

to the right-hand side of (90) to find

V n(t) = Xn(t) + εnB(t)−
∫ t

0

(∫ V n(s−)∧Cn

0
hn(u)du

)
ds+ In(t)− Un(t), (94)

where Xn is as defined in (91) and, also using the definition of Fn in (76)

εnB(t) ≡
∫ t

0

(∫ V n(s−)∧Cn

0
hn(u)du

)
ds+

bn

n

∫ t

0
1{V n(s−) ≥ Cn}dAn(s) (95)

− 1
n

∫ t

0
Fn
(
V n(s−)

)
dAn(s)

=
1√
n

∫ t

0

(∫ Ṽ n(s−)∧C

0
h(w)dw

)
ds

−
∫ t

0

(
1− exp

(
− 1√

n

∫ Ṽ n(s−)∧C

0
h(w)dw

))
dA

n(s).

Observe that the process In in (90) and (94) only increases when V n is 0 and the process

Un in (93) only increases when V n is equal to or exceeds Cn. Regarding Xn + εn and

Xn + εnB as the “free” processes, equations (90) and (94) immediately suggest the non-

linear generalizations of the conventional one- and two-sided regulator mappings required

to obtain weak convergence results on the offered waiting time process under Assumptions 1

and 2.

The remainder of this section is organized as follows. We define a one-sided non-linear

generalized regulator mapping in Subsection 3.3.1, and prove its existence, uniqueness, and
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continuity. Next, in Subsection 3.3.2, we do the same for a two-sided non-linear generalized

regulator mapping.

3.3.1 The One-Sided Non-Linear Generalized Regulator Mapping

The one-sided non-linear generalized regulator mapping generalizes the conventional one-

sided regulator mapping first introduced in Skorokhod [46] having the explicit form

φ(x)(t) ≡ x(t) + ψ(x)(t) ∈ [0,∞) for all t ≥ 0, (96)

for x ∈ D([0,∞),<) and

ψ(x)(t) ≡ sup
0≤s≤t

[−x(s)]+ , (97)

to a mapping that allows for non-linear state-space dependence.

Definition 3.3.1. (The one-sided nonlinear generalized regulator mapping)

Given h a non-negative, continuous function on [0,∞) and x ∈ D([0,∞),<) having x(0) ≥

0, the one-sided nonlinear generalized regulator mapping

(φh, ψh) : D([0,∞),<) 7→ D([0,∞), [0,∞)× [0,∞))

is defined by

(φh, ψh)(x) ≡ (z, l)

where

(C1) z(t) = x(t)−
∫ t
0

(∫ z(s)
0 h(u)du

)
ds+ l(t) ∈ [0,∞) for all t ≥ 0;

(C2) l is nondecreasing, l(0) = 0, and
∫∞
0 z(t)dl(t) = 0.

When h is the zero function, φ and ψ in (96) and (97) uniquely satisfy Definition 3.3.1.

When the function h is constant, the non-linear generalized one-sided regulator mapping be-

comes the linearly generalized one-sided mapping given in Section 5 of Reed and Ward [42].

For x ∈ D([0,∞),<) having x(0) ≥ 0 and (φ, ψ) defined in (96) and (97), set

z ≡ φh(x) = φ
(
Mh(x)

)
(98)

l ≡ ψh(x) = ψ
(
Mh(x)

)
, (99)
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where the mapping Mh : D ([0,∞),<) → D ([0,∞),<) has Mh(x) ≡ w for w that solves

the integral equation

w(t) = x(t)−
∫ t

0

(∫ φ(w)(s)

0
h(u)du

)
ds (100)

having initial condition w(0) = x(0). Observe that (z, l) defined in (98) and (99) satisfy

conditions (C1) and (C2) of Definition 3.3.1 because

1. From (96),(98), (99), and (100),

0 ≤ φ
(
Mh(x)

)
(t)

= Mh(x)(t) + ψ
(
Mh(x)

)
(t)

= x(t)−
∫ t

0

(∫ z(s)

0
h(u)du

)
ds+ l(t);

2. The function ψ(Mh(x)) is non-decreasing from its definition in (97), ψ
(
Mh(x)

)
(0) =

0 sinceMh(x)(0) = x(0) ≥ 0 by assumption on x, and
∫∞
0 φ

(
Mh(x)

)
(t)dψ

(
Mh(x)

)
(t) =

0 from the definitions of φ and ψ in (96) and (97).

Therefore, the key to proving existence, uniqueness, and continuity of the non-linear general-

ized one-sided regulator mapping in Definition 3.3.1 is the following lemma that establishes

the existence, uniqueness, and local Lipschitz continuity of the integral equation in (100).

We note that if h is bounded on [0,∞) then the mapping Mh is globally Lipschitz; in partic-

ular, the constant κ in Lemma 3.3.2, part (ii) below depends only on T and the conclusion

in (ii) holds for all x1, x2 ∈ D([0,∞),<).

Lemma 3.3.2. (Properties of the Integral Equation (100))

Let h be a non-negative, continuous function on [0,∞).

(i) For each x ∈ D([0,∞),<) there exists a unique w satisfying (100).

(ii) Let T > 0 and x ∈ D([0,∞),<). There exists κ, dependent on x, such that if x1, x2 ∈

D([0,∞),<) satisfy

‖x1 − x‖T < 1 and ‖x2 − x‖T < 1,

then

‖Mh (x1)−Mh (x2) ‖T < κ‖x1 − x2‖T .
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(iii) The function Mh is continuous when the space D([0,∞),<) is endowed with Skorohod

J1 topology.

Our next proposition establishes the existence, uniqueness, and continuity of the non-

linear generalized one-sided regulator mapping. It is useful for its proof and also for later

analysis to observe that Lemma 13.4.1 of Whitt [54] establishes that for any x1, x2 ∈

D([0,∞),<),

‖ψ(x1)− ψ(x2)‖T ≤ ‖x1 − x2‖T , (101)

and, therefore from (96), as in Lemma 13.5.1 of Whitt [54],

‖φ(x1)− φ(x2)‖T ≤ 2‖x1 − x2‖T . (102)

Proposition 3.3.3. (Properties of the Non-linear Generalized One-sided Regulator Map-

ping)

Let h be a non-negative, continuous function on [0,∞).

(i) For each x ∈ D([0,∞),<) having x(0) ≥ 0, there exists a unique pair of functions

(φh, ψh)(x) = (z, l)

that satisfies (C1)-(C2) of Definition 3.3.1.

(ii) Suppose x ∈ D([0,∞),<) and x(0) ≥ 0. Let hn(x) = h(
√
nx) for all x ≥ 0 be as

defined in (72). Then,

√
n
(
φhn

, ψhn
)

(x) =
(
φh, ψh

)
(
√
nx).

(iii) Let T > 0 and x ∈ D([0,∞),<). There exists κ, dependent on x, such that if x1, x2 ∈

D([0,∞),<) satisfy

‖x1 − x‖T < 1 and ‖x2 − x‖T < 1,

then

‖φh(x1)− φh(x2)‖T ∨ ‖ψh(x1)− ψh(x2)‖T ≤ κ‖x1 − x2‖T .
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(iv) Both the functions φh and ψh are continuous when the space D([0,∞),<) is endowed

with the Skorohod J1 topology.

Proof of (i): Existence follows from the representations (98) and (99) and part (i) of

Lemma 3.3.2. To see the representations (98) and (99) are unique, let (z, l) be a solution

satisfying (C1)-(C2) of Definition 3.3.1. Because for

g(t) ≡ x(t)−
∫ t

0

(∫ z(s)

0
h(u)du

)
ds, t ≥ 0, (103)

from (C1)

z(t) = g(t) + l(t) ≥ 0,

and l satisfies (C2), we conclude

(z, l) = (φ, ψ)(g). (104)

If we now show that g = Mh(x), we will then have that

(z, l) =
(
φ
(
Mh(x)

)
, ψ
(
Mh(x)

))
which, by part (i) of Lemma 3.3.2 and the uniqueness of (φ, ψ), will uniquely define (z, l).

However, by (104) we have z = φ(g) and so it follows upon substitution into (103) that

g(t) = x(t)−
∫ t

0

(∫ φ(g)(s)

0
h(u)du

)
ds

as desired.

Proof of (ii): Since (
φhn

, ψhn
)

(x) = (z, l) (105)

satisfies (C1) of Definition 3.3.1,

z(t) = x(t)−
∫ t

0

(∫ z(s)

0
hn(u)du

)
ds+ l(t).

Let zn ≡
√
nz, xn ≡

√
nx, and ln ≡

√
nl. Multiply both sides of the above equation by

√
n

to find

zn(t) = xn(t)−
∫ t

0

(∫ zn(s)

0
h(u)du

)
ds+ ln(t).
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Since also (C2) of Definition 3.3.1 holds for (z, l), ln =
√
nl is non-decreasing, ln(0) =

√
nl(0) = 0, and

∫∞
0 zn(t)dln(t) =

∫∞
0 nz(t)dl(t) = 0, we conclude

(
φh, ψh

)
(xn) = (zn, ln).

Therefore, from the definitions of zn, ln, and xn, and the equality (105),

√
n
(
φhn

, ψhn
)

(x) =
√
n(z, l) = (zn, ln) =

(
φh, ψh

)
(xn) =

(
φh, ψh

)
(
√
nx).

Proof of (iii): From the representations (98) and (99), the Lipschitz property of ψ and

φ in (101) and (102), and part (ii) of Lemma 3.3.2,

‖φh(x1)− φh(x2)‖T ∨ ‖ψh(x1)− ψh(x2)‖T

= ‖φ
(
Mh(x1)

)
− φ

(
Mh(x2)

)
‖T ∨ ‖ψ

(
Mh(x1)

)
− ψ

(
Mh(x2)

)
‖T

≤ 2‖Mh(x1)−Mh(x2)‖T ∨ ‖Mh(x1)−Mh(x2)‖T

≤ 2κ‖x1 − x2‖T ,

where κ is as in part (ii) of Lemma 3.3.2.

Proof of (iv): Suppose that xn → x as n→∞ in the Skorohod J1 topology. Then, from

part (iii) of Lemma 3.3.2, we have that

Mh(xn) → Mh(x) as n→∞,

in the Skorohod J1 topology. Thus, since by Theorems 13.4.1 and 13.5.1 in Whitt [54], φ

and ψ are both continuous in the Skorohod J1 topology, and compositions of continuous

functions are continuous, this then implies that as n→∞, in the Skorohod J1 topology,

φh(xn) = φ
(
Mh(xn)

)
→ φ

(
Mh(x)

)
= φh(x)

and

ψh(xn) = ψ
(
Mh(xn)

)
→ ψ

(
Mh(x)

)
= ψh(x).

�
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3.3.2 The Two-Sided Non-Linear Generalized Regulator Mapping

The two-sided non-linear generalized regulator mapping generalizes the conventional two-

sided regulator mapping defined in Section 14.8.1 of Whitt [54], and having the explicit

form given in Theorem 1.4 in Kruk et al [29].

Definition 3.3.4. Let C > 0. Given h a non-negative continuous function on [0, C] and

x ∈ D([0,∞),<) having 0 ≤ x(0) ≤ C, the two-sided non-linear generalized regulator

mapping (
φh

C , ψ
h
1,C , ψ

h
2,C

)
: D ([0,∞),<) → D ([0,∞), [0, C]× [0,∞)× [0,∞))

is defined by (
φh

C , ψ
h
1,C , ψ

h
2,C

)
≡ (z, l, u)

where

(C1) z(t) = x(t)−
∫ t
0

(∫ z(s)
0 h(u)du

)
ds+ l(t)− u(t) ∈ [0, C] for all t ≥ 0;

(C2) l and u are non-decreasing, l(0) = u(0) = 0, and
∫∞
0 z(t)dl(t) =

∫∞
0 [C − z(t)]+ du(t) =

0.

Similar to Section 3.3.1, when h is the zero function, Definition 3.3.4 defines the conven-

tional two-sided regulator mapping, and we denote the unique mapping by (φC , ψ1,C , ψ2,C).

When the function h is constant, the non-linear generalized two-sided regulator mapping

becomes the linearly generalized two-sided mapping given in Definition 2 of Ward and Ku-

mar [53].

For x ∈ D([0,∞),<) having 0 ≤ x(0) ≤ C, set

z ≡ φh
C(x) = φC

(
Mh

C(x)
)

(106)

l ≡ ψh
1,C(x) = ψ1,C

(
Mh

C(x)
)

(107)

u ≡ ψh
2,C(x) = ψ2,C

(
Mh

C(x)
)
, (108)

where the mapping Mh
C : D([0,∞),<) → D([0,∞),<) has Mh

C(x) ≡ w for w that solves

the integral equation

w(t) = x(t)−
∫ t

0

(∫ φC(w)(s)

0
h(u)du

)
ds (109)
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having initial condition w(0) = x(0). By paralleling the arguments in the beginning of Sec-

tion 3.3.1, it is straightforward to show that (z, l, u) defined in (106)-(108) satisfy conditions

(C1) and (C2) of Definition 3.3.4. Therefore, the key to understanding the properties of

the nonlinear generalized two-sided regulator mapping in Definition 3.3.4 is to understand

the properties of the integral equation (109).

Lemma 3.3.5. (Properties of the Integral Equation (109))

Let h be a non-negative, continuous function on [0, C].

(i) For each x ∈ D([0,∞),<), there exists a unique w satisfying (109).

(ii) Let T > 0. There exists a finite constant κ that depends only on T such that for any

x1, x2 ∈ D([0,∞),<) having 0 ≤ x1(0), x2(0) ≤ C,

‖Mh
C(x1)−Mh

C(x2)‖T ≤ κ‖x1 − x2‖T .

(iii) The function Mh
C is continuous when the space D([0,∞),<) is endowed with the

Skorohod J1 topology.

The main proposition of this subsection establishes several useful properties of the non-

linear generalized two-sided regulator mapping.

Proposition 3.3.6. (Properties of the Non-linear Generalized Two-Sided Regulator Map-

ping)

Let h be a non-negative, continuous function on [0, C].

(i) For each x ∈ D([0,∞),<) having 0 ≤ x(0) ≤ C, there exists a unique pair of functions

(
φh

C , ψ
h
1,C , ψ

h
2,C

)
(x) = (z, l, u)

that satisfies (C1)-(C2) of Definition 3.3.4.

(ii) Suppose x ∈ D([0,∞),<) and 0 ≤ x(0) ≤ C. Let hn(x) = h(
√
nx) for all x ≥ 0 be as

defined in (72). Then,

√
n
(
φhn

C , ψhn

1,C , ψ
hn

2,C

)
(x) =

(
φh√

nC , ψ
h
1,
√

nC , ψ
h
2,
√

nC

)
(
√
nx).
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(iii) Let T > 0. There exists a finite constant κ that depends only on T such that for any

x1, x2 ∈ D([0,∞),<) having 0 ≤ x1(0), x2(0) ≤ C

‖φh
C(x1)− φh

C(x2)‖T ≤ κ‖x1 − x2‖T .

Furthermore1, if ‖xn − x‖T → 0 as n→∞, then

‖ψh
j,C (xn)− ψh

j,C(x)‖T → 0, j ∈ {1, 2}

as n→∞.

(iv) The functions φh
C , ψ

h
1,C , and ψh

2,C are continuous when the space D([0,∞),<) is en-

dowed with the Skorohod J1 topology.

Proof of (i): Existence follows from the representations (106)-(108) and part (i) of

Lemma 3.3.5. The proof of uniqueness is very similar to part (i) of Proposition 3.3.3, and

so is omitted.

Proof of (ii): Since (
φhn

C , ψhn

1,C , ψ
hn

2,C

)
(x) = (z, l, u) (110)

satisfies (C1) of Definition 3.3.4,

z(t) = x(t)−
∫ t

0

(∫ z(s)

0
hn(u)du

)
ds+ l(t)− u(t) ∈ [0, C].

Let zn ≡
√
nz, xn ≡

√
nx, ln ≡

√
nl, un ≡

√
nu, and Cn ≡

√
nC. Multiply both sides of

the above equation by
√
n to find

zn(t) = xn(t)−
∫ t

0

(∫ zn(s)

0
h(w)dw

)
ds+ ln(t)− un(t) ∈ [0, Cn].

Since also (C2) of Definition 3.3.4 holds for (z, l, u), ln and un are non-decreasing, ln(0) =

un(0) = 0, and ∫ ∞

0
zn(t)dln(t) =

∫ ∞

0
nz(t)dl(t) = 0∫ ∞

0
[Cn − zn(t)]+ dun(t) =

∫ ∞

0
n [C − z(t)]+ du(t) = 0,

1We remark that the Lipschitz property does not hold for ψh
1,C and ψh

2,C . See Example 14.8.1 of Whitt [54]
for a counterexample to the Lipschitz property for the conventional two-sided regulator mapping.
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we conclude (
φh

Cn , ψh
1,Cn , ψh

2,Cn

)
(xn) = (zn, ln, un) .

Therefore, from the definitions of zn, ln, and xn, and the equality (110),

√
n
(
φhn

C , ψhn

1,C , ψ
hn

2,C

)
(x) =

√
n(z, l, u) = (zn, ln, un) =

(
φh√

nC , ψ
h
1,
√

nC , ψ
h
2,
√

nC

)
(
√
nx).

Proof of (iii): From the representations (106), the Lipschitz property of φ[0,C] established

in Theorem 14.8.1 of [54] with Lipschitz constant 2, and part (i) of Lemma 3.3.5,

‖φh
C(x1)− φh

C(x2)‖T = ‖φ[0,C]

(
Mh

C(x1)
)
− φ[0,C]

(
Mh

C(x2)
)
‖T

≤ 2‖Mh
C(x1)−Mh

C(x2)‖T

≤ 2κ‖x1 − x2‖T .

Next, assume ‖xn − x‖T → 0 as n→∞. Then, part (ii) of Lemma 3.3.5 guarantees

‖Mh
C(xn)−Mh

C(x)‖T ≤ κ‖xn − x‖T → 0,

as n → ∞. The representations of ψh
1,C and ψh

2,C in (107) and (108) and the continuity of

the mappings ψ1,C and ψ2,C established in Theorem 14.8.1 in Whitt [54] then show that

since a composition of continuous functions is continuous

‖ψh
j,C(xn)− ψh

j,C(x)‖T = ‖ψj,C

(
Mh

C(xn)
)
− ψj,C

(
Mh

C(x)
)
‖T → 0,

as n→∞.

Proof of (iv): Since by Theorem 14.8.2 of Whitt [54], φC , ψ1,C , and ψ2,C are all continuous

in the Skorohod J1 topology, by part (iv) of Lemma 3.3.5, the proof now proceeds in the

same manner as the proof of part (iii) of Proposition 3.3.3. �

3.4 Weak Convergence of the Offered Waiting Time Process

We establish the weak convergence of the scaled offered waiting time process Ṽ n in (80) when

the abandonment distribution has unbounded support (Assumption 1) in Section 3.4.1, and
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when the abandonment distribution has bounded support (Assumption 2) in Section 3.4.2.

Specifically, we prove the following theorem.

Theorem 3.4.1. Let W be a Brownian motion with drift θ given in (71), variance σ2 =

var(u1) + var(v1), and initial position W (0) = 0.

(i) Under assumption 1,
(
Ṽ n, Ĩn

)
⇒
(
φh, ψh

)
(W ), as n→∞.

(ii) Under assumption 2,
(
Ṽ n, Ĩn, Ũn

)
⇒
(
φh

C , ψ
h
1,C , ψ

h
2,C

)
(W ), as n→∞.

The limiting virtual waiting time process of Theorem 3.4.1 may loosely be described as

a diffusion process with infinitesimal drift given by

m(x) = θx−
∫ x

0
h(u)du, for x ≥ 0,

and infinitesimal variance σ2. There is a lower reflecting barrier at the origin for the case of

part (i). Part (ii) also requires an upper reflecting barrier at the point C which represents

an upper limit on the abandonment times.

Define

X̃n(t) =
√
nXn(t) (111)

and

ε̃n(t) =
√
nεn(t). (112)

3.4.1 Proof of Theorem 3.4.1 part (i):

The key to our weak convergence proof is to represent the offered waiting time process in

terms of the one-sided non-linear generalized regulator mapping

(V n, In) =
(
φhn

, ψhn
)

(Xn + εn) , (113)

from which the representation of the scaled offered waiting time process in terms of (φh, ψh)

follows. To see that (113) is valid, first observe that the evolution equation (90) combined

with the original definition of V n in (63) that guarantees V n(t) ≥ 0 for all t ≥ 0 implies
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condition (C1) of Definition 3.3.1 holds. Next, from (68), for every n, In is non-decreasing,

has In(0) = 0, and ∫ ∞

0
V n(t)dIn(t) =

∫ ∞

0
V n(t)1{V n(t) = 0}dt = 0,

and so (C2) is also satisfied.

The definitions of Ṽ n and Ĩn in (80) and (85), the representation (113), the scaling

property of the non-linear generalized one-sided regulator mapping in part (ii) of Proposi-

tion 3.3.3, and the definitions of X̃n in (111) and ε̃n in (112) imply

(
Ṽ n, Ĩn

)
=

√
n (V n, In) (114)

=
√
n
(
φhn

, ψhn
)

(Xn + εn)

=
(
φh, ψh

) (√
n (Xn + εn)

)
=

(
φh, ψh

)(
X̃n + ε̃n

)
.

Suppose we can show

X̃n ⇒W and ε̃n ⇒ 0, (115)

as n→∞. Then, the continuous mapping theorem establishes

X̃n + ε̃n ⇒W,

as n→∞. The result in part (i) then follows from the representation of
(
Ṽ n, Ĩn

)
in (114),

the continuous mapping theorem, and part (iv) of Proposition 3.3.3.

To show (115), we require the following three lemmas. The first establishes that the

process

Rn(i) ≡
i∑

j=1

1{V n
(
tn,−
j

)
≥ an

j }, (116)

defined so that Rn (An(t)) is the cumulative number of customers in [0, t] who have arrived

by time t and will either already abandoned or will abandon after time t, is small on fluid-

scale. Define

R
n(t) ≡ 1

n
Rn (bntc) . (117)

Lemma 3.4.2. Under assumption 1, as n→∞, Rn ⇒ 0.
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The second establishes the weak convergence of the diffusion-scaled martingale M̃n
a in

(84) to the zero process.

Lemma 3.4.3. Under assumption 1, as n→∞, M̃n
a ⇒ 0.

The third establishes tightness of the offered waiting time process.

Lemma 3.4.4. The sequence {Ṽ n} is tight in D([0,∞),<).

3.4.1.1 Weak convergence of X̃n in (115):

From the definition of X̃n in (111), the evolution equation for Xn in (91), and the diffusion-

scaled processes definitions in (81), (82), (83), and (84)

X̃n(t) = Ãn(t) + S̃n
(
A

n(t)
)

+
√
nt (ρn − 1)− S̃n

a

(
A

n(t)
)
− M̃n

a

(
A

n(t)
)
. (118)

Because the service time sequence is i.i.d., recalling the definitions of Sn
a and S̃n

a in (78) and

(83) and Rn in (116), for any t ≥ 0,

S̃n
a

(
A

n(t)
)

=
1√
n

An(t)∑
j=1

(vj − E [v1])1
{
V n
(
tn,−
j

)
≥ an

j

}
D=

1√
n

Rn(An(t))∑
j=1

(wj − E [w1]) ,

where {wi, i ≥ 1} is an i.i.d. sequence of random variables with distribution equal to that

of the service time distribution and which is also independent of the model primitives intro-

duced in Section 3.1. It is straightforward to show that the finite-dimensional distributions

are also equivalent, and so the definitions of Sn, S̃n, and Rn in (70), (82), and (117) imply

S̃n ◦Rn ◦An D= S̃n
a ◦A

n
. (119)

The almost sure convergence of An in (86), the weak convergence of Rn in Lemma 3.4.2, the

weak convergence of S̃n in (87), and the random time change theorem show S̃n◦Rn◦An ⇒ 0,

as n→∞, and so the distributional equality in (119) implies

S̃n
a ⇒ 0, (120)

as n → ∞. Finally, the representation of X̃n in (118), the almost sure convergence of

A
n in (86), the weak convergences in (87) and (120), the heavy traffic assumption (71),

Lemma 3.4.3, and the random time change theorem imply

X̃n ⇒W,
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as n→∞.

3.4.1.2 Weak convergence of ε̃n in (115):

Let {nk} be a subsequence along which

Ṽ nk ⇒ V,

as nk →∞. Such a subsequence exists because {Ṽ n} is tight inD([0,∞),<) by Lemma 3.4.4.

From (86), because An converges to a deterministic limit process, the joint convergence(
Ṽ nk , A

nk
)
⇒ (V, e) ,

as nk → ∞, is valid. The Skorokhod representation theorem (see, for example, Theorem

3.2.2 in Whitt [54]) guarantees there exists additional random elements on (D([0,∞),<), J1)×

D([0,∞),<), J1),
{(
V̆ nk , Ănk

)}
and V̆ , defined on a possibly additional probability space

(Ω̆, F̆ , P̆ ) such that (
V̆ nk , Ănk

)
D=
(
Ṽ nk , A

nk
)
, V̆

D= V, (121)

and

P̆

(
lim

nk→∞

(
V̆ nk , Ănk

)
=
(
V̆ , e

))
= 1. (122)

Define

ε̆n(t) ≡
∫ t

0

(∫ V̆ n(s−)

0
h(w)dw −

∫ V̆ (s−)

0
h(w)dw

)
ds (123)

+
∫ t

0

(∫ V̆ (s−)

0
h(w)dw

)
ds

−
∫ t

0

√
n

(
1− exp

(
− 1√

n

∫ V̆ n(s−)

0
h(w)dw

))
dĂn(s).

Observe from the definition of ε̃n in (92), εn in (66), and hn in (72) that

ε̃n(t) =
√
nεn(t) (124)

=
∫ t

0

(∫ Ṽ n(s−)

0
h(w)dw

)
ds

−
∫ t

0

√
n

(
1− exp

(
− 1√

n

∫ Ṽ n(s−)

0
h(w)dw

))
dA

n(s).
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From the distributional equivalence (121), the definition of ε̆n in (123), and the representa-

tion of ε̃n in (124),

ε̃n
D= ε̆n. (125)

We now show that

ε̆nk ⇒ 0, (126)

as nk →∞. From the continuity of the integrand operator and the convergence in (122),∫ V̆ nk (·−)

0
h(w)dw →

∫ V̆ (·−)

0
h(w)dw,

almost surely, uniformly on compact sets of [0,∞), as nk →∞, and so∫ ·

0

(∫ V̆ nk (s−)

0
h(w)dw −

∫ V̆ (s−)

0
h(w)dw

)
ds→ 0,

almost surely, uniformly on compact sets of [0,∞), as nk →∞. Since

√
n

(
1− exp

(
−x√
n

))
→ x,

as n→∞, uniformly on compact sets, we find

√
nk

1− exp

− ∫ V̆ nk (·−)
0 h(w)dw

√
nk

→
∫ V̆ (·−)

0
h(w)dw,

almost surely, uniformly on compact sets of [0,∞), as nk → ∞. Lemma 8.3 in Dai and

Dai [9] and (122) then shows

∫ ·

0

(∫ V̆k(s−)

0
h(w)dw

)
ds−

∫ ·

0

√
nk

1− exp

∫ V̆ nk (s−)
0 h(w)dw

√
n

 dĂnk(s) → 0,

almost surely, uniformly on compact sets of [0,∞) as nk → ∞. We conclude from (123)

that the weak convergence in (126) holds.

The distributional equivalence in (125) then implies ε̃nk ⇒ 0 as nk → ∞. Since the

choice of subsequence {nk} was arbitrary, we conclude

ε̃n ⇒ 0,

as n→∞. �
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3.4.2 Weak Convergence under Assumption 2

We desire to represent the offered waiting time process in (94) in terms of the non-linear

generalized two-sided regulator mapping. However, because V n may sometimes exceed Cn

(which is easily seen from the evolution equation (63)), we cannot directly represent V n

using the two-sided non-linear generalized regulator mapping. Instead, we introduce the

process

Vn(t) ≡ V n(t) ∧ Cn for all t ≥ 0, (127)

and observe that

V n(t) = Vn(t) + δn(t), (128)

where

δn(t) ≡ [V n(t)− Cn]+ . (129)

The following lemma shows that V n exceeds Cn less and less often and by smaller and

smaller amounts in our heavy traffic asymptotic regime. Therefore, representing the process

Vn in terms of the two-sided non-linear generalized regulator mapping allows us to use the

same continuous mapping strategy as in our proof of part (i) in Subsection 3.4.1 to obtain

weak convergence results for the process V n. Let

δ̃n(t) =
√
nδn(t). (130)

Lemma 3.4.5. Under assumption 2, as n→∞, δ̃n ⇒ 0.

The processes Vn, In, and Un can be represented as follows

(Vn, In, Un) =
(
φhn

Cn , ψhn

1,Cn , ψhn

2,Cn

)
(Xn + εnB − δn) . (131)

To see (131) is valid, first observe from (94), (127), (128), and because the process V n is

non-negative that 0 ≤ Vn(t) ≤ Cn for all t ≥ 0 and

Vn(t) = (Xn(t) + εnB(t)− δn(t))−
∫ t

0

(∫ Vn(s−)

0
hn(u)du

)
ds+ In(t)− Un(t),
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meaning condition (C1) of Definition 3.3.4 holds. Next, from the definitions of In in (68)

and Un in (93), for every n, In and Un are non-decreasing, have In(0) = Un(0) = 0, and∫ ∞

0
Vn(t)dIn(t) =

∫ ∞

0
(V n(t) ∧ Cn)1{V n(t) = 0}dt = 0∫ ∞

0
[Cn − Vn(t)]+ dUn(t) =

bn

n

∫ ∞

0
[Cn − (V n(t) ∧ Cn)]+ 1{V n(t−) ≥ Cn}dAn(t) = 0,

and so condition (C2) of Definition 3.3.4 also holds.

Although we cannot directly parallel the representation (114) in the proof of part (i) in

Subsection 3.4.1, we can use the non-linear generalized two-sided regulator mapping and

the scaled processes

Ṽn(t) =
√
nVn(t) (132)

ε̃nB(t) =
√
nεnB(t) (133)

Ũn(t) =
√
nUn(t) (134)

to establish a representation for
(
Ṽ n, Ĩn, Ũn

)
that is similar in spirit. First observe from

the scalings for Ṽn, Ĩn, and Ũn in (132), (85), and (134), the representation of (Vn, In, Un)

in terms of the non-linear generalized two-sided regulator mapping in (131), the definition

of Cn in (75), and the scaling property of the non-linear generalized two-sided regulator

mapping in part (ii) of Proposition 3.3.6 that(
Ṽn, Ĩn, Ũn

)
=

√
n
(
φhn

Cn , ψhn

1,Cn , ψhn

2,Cn

)
(Xn + εnB − δn) (135)

=
(
φh

C , ψ
h
1,C , ψ

h
2,C

)(
X̃n + ε̃nB − δ̃n

)
,

also recalling the scalings for X̃n, ε̃nB, and δ̃n in (111), (133), and (130). The representation

for V n in terms of Vn and δn in (128) then implies(
Ṽ n, Ĩn, Ũn

)
=
(
Ṽn, Ĩn, Ũn

)
+
(
δ̃n, 0, 0

)
. (136)

We parallel the proof of part (i) in Subsection 3.4.1 to show(
Ṽn, Ĩn, Ũn

)
⇒
(
φh

C , ψ
h
1,C , ψ

h
2,C

)
(W ), (137)

as n → ∞. Lemma 3.4.5, the continuous mapping theorem, and the equality (136) then

establish the result stated in part (ii) of Theorem 3.4.1.
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From the representation (135), Lemma 3.4.5, the continuous mapping theorem, and part

(iv) of Proposition 3.3.6, establishing

X̃n ⇒W and ε̃nB ⇒ 0, (138)

as n → ∞, is sufficient to show (137). We require the following three Lemmas, which are

the equivalents of Lemmas 3.4.2-3.4.4 when abandonment times are bounded.

Lemma 3.4.6. Under assumption 2, as n→∞, Rn ⇒ 0.

Lemma 3.4.7. Under assumption 2, as n→∞, M̃n
a ⇒ 0.

Lemma 3.4.8. The sequence {Ṽn} is tight in D([0,∞),<).

By Lemmas 3.4.6 and 3.4.7, the arguments showing X̃n ⇒ W as n → ∞ in Subsec-

tion 3.4.1.1 remain valid. The definitions of εnB and ε̃nB in (95) and (133), the definitions of

Vn and Ṽn in (127) and (132), and the representation of Fn in (76) show

ε̃nB(t) =
∫ t

0

(∫ Ṽn(s−)

0
h(w)dw

)
ds−

∫ t

0

√
n

(
1− exp

(
− 1√

n

∫ Ṽn(s−)

0
h(w)dw

))
dA

n(s).

(139)

The representation of ε̃nB in (139) above has exactly the same form as that for ε̃n in (124)

in the proof of part (i) in Subsection 3.4.1, with Ṽn(s−) replacing Ṽ n(s−). Therefore,

because Lemma 3.4.8 establishes the sequence {Ṽn} is tight in D([0,∞),<), the arguments

in Subsection 3.4.1.2 showing ε̃n ⇒ 0 as n→∞ also show ε̃nB ⇒ 0, as n→∞. �

3.5 Stationary Performance Measure Approximation

We first show in Subsection 3.5.1 that the asymptotic behavior of the diffusion-scaled queue-

length and offered waiting time processes are identical. Next, in Subsection 3.5.2, we derive

the stationary distributions of the limiting diffusion processes in Theorem 3.4.1, which

can be used to approximate steady-state performance measures for a GI/GI/1 queue with

abandonments. Finally, we perform a simulation study in Subsection 3.5.3 to evaluate the

accuracy of our proposed steady-state performance measure approximations.
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3.5.1 An Asymptotic Relationship Between the Queue-length and Offered
Waiting Time Processes

We establish an asymptotic relationship between the queue-length and offered waiting time

processes identical to that in Theorem 4 in Section 3 in Reiman [44] for a conventional

GI/GI/1 queue. To handle the complications imposed by the presence of customers that

may abandon the system before receiving service, we require the following Lemma. For

t ≥ 0, let an(t) be the arrival time of the customer in service at time t in the nth system.

If the server is idle, let an(t) = t.

Lemma 3.5.1. Under either assumption 1 or 2,

n−1/2

An(·)∑
i=An◦an(·)

1{V n
(
tn,−
i

)
≥ an

i } ⇒ 0,

as n→∞.

Let Qn(t) be the queue-length at time t ≥ 0 in the nth system, and Q̃n(t) = n−1/2Qn(t)

be the diffusion-scaled queue-length.

Theorem 3.5.2. Under either assumption 1 or 2,

Q̃n − Ṽ n ⇒ 0,

as n→∞.

For the proofs of both Lemma 3.5.1 and Theorem 3.5.2, it is useful to notice that the

convergence in (16) of Theorem 4 in Section 3 in [44] continues to hold in our setting. In

particular, because the server works at rate 1 and the system is FIFO,

V n(an(t)−) ≤ t− an(t) ≤ V n(an(t)−) + vn
An(an(t)),

and so, recalling the scaling of the service times in (69) and the definition of Ṽ n in (80),

Ṽ n
(
an(t)−

)
≤
√
n (t− an(t)) ≤ Ṽ n

(
an(t)−

)
+
vAn(an(t))√

n
.

Because supk=1,...,nt n
−1/2vk ⇒ 0 as n → ∞ from Lemma 3 in Iglehart and Whitt [20], for

each T ≥ 0,

sup
0≤t≤T

∣∣∣√n (t− an(t))− Ṽ n
(
an(t)−

)∣∣∣⇒ 0, (140)
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as n→∞, which dividing by
√
n, implies

an ⇒ e, (141)

as n→∞.

Proof of Theorem 3.5.2: Since the service discipline is FIFO, the number of customers

currently in queue is less than the number that have arrived after the customer currently

in service plus one, An(t) − An(an(t)) + 1. Additionally, the current queue-length exceeds

An(t)−An(an(t)) minus the number of customers that have arrived after the one currently

in service that will eventually abandon, and so

An(t)−An(an(t))−
An(t)∑

i=An(an(t))

1{V n(tn,−
i ) ≥ ai} ≤ Qn(t) ≤ An(t)−An(an(t)) + 1,

or, also using the definition of Ãn in (81),

Ãn(t)− Ãn(an(t)) +
√
nρn(t− an(t))− n−1/2

An(t)∑
i=An(an(t))

1{V n(tn,−
i ) ≥ an

i }

≤ Q̃n(t) ≤ Ãn(t)− Ãn(an(t)) +
√
nρn(t− an(t)) + n−1/2.

Subtracting Ṽ n from all sides and adding and subtracting several terms shows

∣∣∣Q̃n(t)− Ṽ n(t)
∣∣∣ ≤

∣∣∣Ãn(t)− Ãn(an(t))
∣∣∣+ n−1/2 +

∣∣∣Ṽ n(t)(ρn − 1)
∣∣∣ (142)

+
∣∣∣ρn
(√

n(t− an(t))− Ṽ n(an(t)−)
)∣∣∣+ ∣∣∣ρn

(
Ṽ n(an(t)−)− Ṽ n(t)

)∣∣∣
+n−1/2

An(t)∑
i=An(an(t))

1
{
V n(tn,−

i ) ≥ an
i

}
.

The weak convergence of an to the identity process in (141), the functional central limit

theorem, and Theorem 3.4.1 imply

Ãn − Ãn ◦ an ⇒ 0 and Ṽ n − Ṽ n ◦ an ⇒ 0, (143)

as n→∞. Finally, the inequality (142), (143), the convergence ρn → 1 as n→∞ in (71),

the weak convergence in (140), and Lemma 3.5.1 imply the stated result. �

64



3.5.2 Approximating the Stationary Distribution of the Offered Waiting Time
Process

We establish the stationary distributions of the diffusions φh(W ) and φh
C(W ), and also the

average pushing at the upper boundary for the diffusion φh
C(W ). We write the stationary

distributions in terms of the cumulative hazard rate function H(x) =
∫ x
0 h(y)dy in order

to provide intuition on the condition that the diffusion φh(W ) has a unique stationary

distribution. Specifically, observe in condition (i) in Proposition 3.5.3 below that if θ ≤ 0,

then a unique stationary distribution exists because φh(W ) is a negative drift diffusion

with reflection at the origin. Also, if θ > 0 and there exists z0 such that H(z) > θ for

all z > z0, then again a unique stationary distribution exists and φh(W ) will drift towards

z? ≡ {z : H(z) = θ} similar to the conventional Ornstein-Uhlenbeck process. Otherwise,

if neither of the aforementioned conditions is satisfied, φh(W ) has a positive drift and so a

stationary distribution does not exist.

Proposition 3.5.3. Let W be a Brownian motion with drift θ, variance σ2.

(i) Suppose there exists z0 such that H(z) > θ for all z > z0. Then, the one-sided

regulated diffusion φh(W ) has a unique stationary distribution π with density

p(x) = M exp
(

2
σ2

(
θx−

∫ x

0
H(s)ds

))
, x ≥ 0,

where M is such that
∫∞
0 p(x)dx = 1.

(ii) The two-sided regulated diffusion φh
C(W ) has a unique stationary distribution πC with

density

pC(x) = MC exp
(

2
σ2

(
θx−

∫ x

0
H(s)ds

))
, 0 ≤ x ≤ C,

and average pushing at the upper boundary

lim
t→∞

t−1E
[
ψh

2,C(W )(t)
]

=
σ2

2

exp
(
−
∫ C
0

2
σ2 (−θ +H(x))dx

)
∫ C
0 exp

(
−
∫ y
0

2
σ2 (−θ +H(x))dx

)
dy
,

where MC is such that
∫ C
0 p(x)dx = 1.

Furthermore, for any x ∈ <, as t→∞,

P
(
φh(W )(t) ≤ x

)
→ π(x) and P

(
φh

C(W )(t) ≤ x
)
→ πC(x). (144)
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The proof of Proposition 3.5.3 requires the following Lemma to establish (144).

Lemma 3.5.4. Let W be a Brownian Motion with drift θ and variance σ2. Suppose

limz→∞H(z) > θ. Let

T0 ≡ inf{t ≥ 0 : φh(W )(t) = 0}

TC
0 ≡ inf{t ≥ 0 : φh

C(W )(t) = 0}

Then,

P (T0 <∞|W (0) = x) = 1, x ≥ 0

Px

(
TC

0 <∞|W (0) = x
)

= 1, 0 ≤ x ≤ C.

Proof of Proposition 3.5.3: Echeverria [11] shows that a stationary distribution π of

φh(W ) ought to satisfy ∫ ∞

0
(Af) (y)π(dy) = 0 (145)

for all bounded f that are twice continuously differentiable on [0,∞) and satisfy f ′(0) = 0,

where

Af(y) ≡
(
θ −

∫ y

0
h(u)du

)
f
′
(y) +

σ2

2
f
′′
(y).

Similarly, a stationary distribution πC of φh
C(W ) ought to satisfy∫ C

0
(Af) (y)πC(dy) = 0 (146)

for all bounded f that are twice continuously differentiable on [0, C] and satisfy f ′(0) =

f ′(C) = 0. It is straightforward to verify (using integration by parts) that π and πC

satisfy (145) and (146) respectively for the desired f . Identical arguments as in the proof

of Proposition 1 in [51] then establish that π and πC are stationary distributions of φh(W )

and φh
C(W ) respectively.

The average pushing at the upper boundary, limt→∞ t−1E
[
ψh(W )(t)

]
, follows by argu-

ments mimicking those used to prove Propositions 8 and 9 in [2].

Finally, (144) and the uniqueness of the stationary distribution follow as in Proposition

1 of [51], because for any x ≥ 0 (0 ≤ x ≤ C), the probability the diffusion φh(W ) (φh
C(W ))

hits 0 in finite time is equal to one by Lemma 3.5.4. �
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Table 2: A comparison of the simulated mean queue-length for a GI/GI/1-GI queue
with Poisson arrivals at rate 100 per unit, deterministic service with mean 1/100, and
abandonment times distributed as given in Column 1.

E[queue-length]
Reneging Distribution Simulated Approximated % Error
Deterministic(1) 51.691 50 3.38%
G(5) 20.5980 19.8141 3.81%
G(2) 11.2930 10.6410 5.77%
G(1)=Exponential(1) 6.2585 5.6419 9.85%
G(0.5) 3.2545 2.7749 14.74%
G(0.2) 1.5029 1.14888 23.56%

Table 3: A comparison of the abandonment probability for a GI/GI/1-GI queue with Pois-
son arrivals at rate 100 per unit, deterministic service with mean 1/100, and abandonment
times distributed as given in Column 1.

P[abandon]
Reneging Distribution Simulated Approximated % Error
Deterministic(1) 0.004802 0.005 4.12%
G(5) 0.013138 0.013324 1.41%
G(2) 0.025864 0.026900 4.01%
G(1)=Exponential(1) 0.052728 0.056419 7.00%
G(0.5) 0.11273 0.13005 15.36%
G(0.2) 0.24128 0.360384 49.36%

3.5.3 Evaluation of the Proposed Diffusion Approximations via Simulation

We begin with a simulation study that explores the effect of variability in the abandon-

ment distribution. As in the introduction, let G(p) be the distribution function associ-

ated with a mean 1 gamma random variable having scale and shape parameter p. Ob-

serve that such gamma distributions are ordered in variability by the parameter p since

Var(G(p)) = 1
p increases as p decreases. The variance of a deterministic distribution is 0,

and so the results presented in Tables 2 and 3 are ordered according to the variability of

the abandonment distribution.

Each simulation run presented in Tables 2 and 3 assumes Poisson arrivals having rate

100, deterministic service with mean 0.01, and is run to 50,000 time units so has approx-

imately 5,000,000 arrivals. The abandonment distribution varies according to the first

column. Recall the drift in our suggested diffusion from (7) for the case that abandonment
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Table 4: A comparison of the simulated mean queue-length for a GI/GI/1-GI queue with
Poisson arrivals at rate n per unit, deterministic service with mean 1/n, and abandonment
times distributed G(0.2).

E[queue-length]
n Simulated Approximated % Error
1000 2.1454 1.793910 16.38%
10,000 3.1025 2.73777 11.76%
100,000 4.4736 4.121112 7.88%
1,000,000 6.5393 6.15025 5.95%
10,000,000 9.7142 9.127725 6.04%
100,000,000 13.9040 13.4975 2.92%

times have a gamma distribution. In the case that abandonment times are deterministic,

Fn(x) = 1{x ≥ C/
√
n}, and so (noting the relationship H(x) = − ln(1−G(x)) between a

distribution function G and its associated cumulative hazard function H)

Hn(x) = − ln (1− Fn(x)) = 0, for x <
C√
n
,

which from (6) implies our suggested approximating diffusion has Hn
D(x) = 0 for x < C. In

both cases, the θ appearing in parts (i) and (ii) of Proposition 3.5.3 is 0 and the variance σ2

is 1. Note that the stationary density in part (ii) of Proposition 3.5.3 reduces to the uniform

distribution on [0, C], which not surprisingly coincides with the limiting result in Theorem

2.1 and Remark 2.2 in Whitt [55] for a standard GI/GI/1 queue with finite waiting room.

(Intuitively, from Little’s Law, a GI/GI/1 queue with deterministic abandonment times a

should resemble a GI/GI/1/λa queue.)

We calculate the approximated steady-state queue-length using Proposition 3.5.3. When

ρn ↑ 1 as n → ∞, the validity of the desired limit interchange follows from the results of

Kingman [25] since the queue-length process in a conventional GI/GI/1 queue dominates

that in a GI/GI/1+GI queue with identical arrival and service processes. Otherwise, when

ρn ↓ 1 as n→∞, we assume the validity of the desired limit interchange.

To approximate the probability a customer abandons the system, first observe that

Fn
(
V n(tn,−

i )
)

is the probability the ith customer abandons, given the offered waiting time

at his arrival. Recalling the definitions of εn and ε̃n in (92) and (112), and the weak
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Table 5: A comparison of the simulated abandonment probability for a GI/GI/1-GI queue
with Poisson arrivals at rate n per unit, deterministic service with mean 1/n, and abandon-
ment times distributed G(0.2).

P[abandon]
n Simulated Approximated % Error
1000 0.17715 0.233068 31.57%
10,000 0.12769 0.153616 20.30%
100,000 0.090415 0.102426 13.28%
1,000,000 0.063077 0.0687956 9.07%
10,000,000 0.043817 0.046426 5.95%
100,000,000 0.030456 0.0314284 3.19%

convergence ε̃n ⇒ 0 as n→∞ proved in Subsection 3.4.1.2, under Assumption 1, we find

√
n

∫ t
0 F

n (V n(s−)) dAn(s)
An(t)

=
n

An(t)

(
−ε̃n(t) +

∫ t

0

(∫ Ṽ n(s−)

0
h(w)dw

)
ds

)

⇒ t−1

∫ t

0

(∫ φh(W )(s)

0
h(w)dw

)
ds,

as n → ∞, by part (i) of Theorem 3.4.1 and the continuous mapping theorem. Assuming

the interchange of limit and expectation, we find that as n→∞,

√
nEπ

[∫ t
0 F

n (V n(s−)) dAn(s)
An(t)

]
→ t−1

∫ t

0
Eπ

[∫ φh(W )(s)

0
h(w)dw

]
ds (147)

=
∫ ∞

0

(∫ x

0
h(w)dw

)
p(x)dx,

when the system operates in steady-state, where p is as given in part (i) of Proposition 3.5.3.

Similarly, under Assumption 2, recalling the definitions of εnB and ε̃nB in (95) and (133), and

the weak convergence ε̃nB ⇒ 0 as n→∞ argued in the proof of part (ii) of Theorem 3.4.1,

√
n

∫ t
0 F

n (V n(s−)) dAn(s)
An(t)

=
n

An(t)

(
−ε̃nB(t) +

∫ t

0

(∫ Ṽ n(s−)∧C

0
h(w)dw

)
ds+ Ũn(t)

)

⇒ t−1

(∫ t

0

(∫ φh
C(W )(s)

0
h(w)dw

)
ds+ ψh

2,C(W )(t)

)
,

as n → ∞. Then, by part (ii) of Theorem 3.4.1 and the continuous mapping theorem,

assuming the interchange of limit and expectation, we find that, as n→∞,

√
nEπC

[∫ t
0 F

n (V n(s−)) dAn(s)
An(t)

]
→

∫ ∞

0

(∫ x

0
h(w)dw

)
pC(x)dx (148)

+
σ2

2

exp
(
−
∫ C
0

2
σ2 (−θ +H(x)) dx

)
∫ C
0 exp

(
−
∫ y
0

2
σ2 (−θ +H(x)) dx

)
dy
,
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where pC is as given in part (ii) of Proposition 3.5.3. We use the formulas in (147) and

(148) to approximate the probability an arriving customer will abandon the system.

Observe the loss in approximation accuracy as the variability of the abandonment distri-

bution increases. This is consistent with our theoretical results which, from Lemmas 3.4.2

and 3.4.6, suggest that our approximations perform better as the fraction of abandoning

customers decreases. Increasing the variability of the abandonment distribution increases

the recorded abandonment probability in Tables 2 and 3.

However, even highly variable abandonment distributions, such as G(0.2), lead to ac-

curate approximations for fast enough arrival and service rates, and correspondingly small

abandonment rates. Tables 4 and 5 consider the worst performing cases in Tables 2 and

3, the G(0.2) case, and shows that the accuracy in our approximations increases as the

abandonment probability becomes small. Specifically, we simulate a single-server queue

with abandonments having Poisson arrivals at rate n, deterministic service times 1/n, and

customer abandonment times that follow a G(0.2) distribution. We run each simulation

to time n−15, 000, 000 so that approximately 5, 000, 000 arrivals occur. Observe that for

n ≥ 100, 000, the error in our expected queue-length approximation is under 10%, and for

n ≥ 1, 000, 000, the error in our approximation for the probability a customer abandons is

under 10%.
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CHAPTER IV

CONCLUSIONS

In this thesis, we have studied call centers from two different perspectives. In the first half

of this thesis, we considered large scale call centers with general service time distributions.

Our main results here were to prove convergence results for both the fluid and diffusion

scaled queue length process of the G/GI/N queue in the Halfin-Whitt regime. In the

second half of this thesis, we considered the phenomena of customer abandonment which

may be universally observed in practically all call centers. Our main result in this half of

the thesis was to prove convergence results for both the diffusion scaled queue length and

workload processes of the GI/GI/1 +GI queue in a novel heavy traffic regime which was

also introduced for the first time in this thesis. There are many directions which remain for

future work on both of these problems.

The G/GI/N queue in the Halfin-Whitt regime has just begun to be studied and there

are several problems related to it which at the present moment remain unresolved. For

instance, in the future, it would be nice to have a better understand of the limiting process

we have obtained in Theorem 5 and Corollary 2. Ideally, one would like to solve for the

limiting distribution of this process but unfortunately this in general appears to be a difficult

problem. If analytical solutions cannot be found, efficient numerical procedures might

perhaps then be developed. Simulation studies could also be conducted to test the accuracy

of the proposed approximations based off of the limiting process relative to their actual

values. This would be especially interesting when the G/GI/N queue is close to being in

the Halfin-Whitt regime.

Customer abandonment is also an interesting topic which recently, due in part to its

connection to call centers, has begun to receive a considerable amount of attention, see for

instance [58],[56] and [59]. The results we have obtained in this thesis concerning customer

abandonment are valid for only a single server queue. However, when modeling call centers,
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often multiserver queues are used. It would therefore be interesting to extend the scaling of

the hazard rate function introduced in Section 3.2.1 of this thesis to the G/GI/N+GI queue

in the Halfin-Whitt regime. One would ideally then like to obtain a corresponding limit

for the fluid and diffusion scaled queue length process in this regime. A second interesting

topic would also be to use our heavy traffic results to analyze the relationship between

capacity and abandonment. It is well known that customer abandonment results in a need

for reduced capacity but a further investigation into the specifics of this relationship could

potentially yield fruitful insights.
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APPENDIX A

REGULATOR MAP PROOFS

In this appendix, we provide the proofs of Proposition 2.2.1 and Lemmas 3.3.2 and 3.3.5.

We begin with the proof of Proposition 2.2.1.

A.1 Proof of Proposition 2.2.1

Proof of Proposition 2.2.1.

Suppose first that B is concentrated on the point c > 0. In this case it is clear that the

solution to (19) satisfies the recursion

z(t) = x(t), 0 ≤ t < c, (149)

and

z(t) = x(t) + z+(t− c), t ≥ c,

in which case it is clearly unique. Furthermore, defining ϕB : D[0,∞) 7→ D[0,∞) to be the

solution to this recursion, it follows that

||ϕB(x1)− ϕB(x2)||t = ||x1 − x2||t

for 0 ≤ t < c. Now suppose that for some integer k, we have

||ϕB(x1)− ϕB(x2)||t ≤ k||x1 − x2||t (150)

for (k − 1)c ≤ t < kc. It then follows that for k < t ≤ (k + 1)c,

||ϕB(x1)− ϕB(x2)||t ≤ ||x1 − x2||t + ||ϕB(x1)− ϕB(x2)||t−c

≤ ||x1 − x2||t + ||+ k||x1 − x2||t

= (k + 1)||x1 − x2||t.

By induction, this implies that the relationship (150) must hold for all t, which show that

ϕB is Lipschitz continuous if B is concentrated on a single point. The proof of measurability
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of ϕB for the case of B concentrated at a single point will be included below.

Suppose now that there exists a δ > 0 such that B(x+δ)−B(x) < ε for some 0 < ε < 1

for all x ≥ 0. Such a δ will always exist so long as B is not concentrated on a single point.

We now provide proofs of existence, uniqueness and Lipschitz continuity for this case

.

Existence: We use the method of successive approximations. Let u0 = 0 and recursively

define

un+1(t) = x(t) +
∫ t

0
u+

n (s)dB(t− s), t ≥ 0.

Now observe that

un+1(t)− un(t) =
∫ t

0
(u+

n (s)− u+
n−1(s))dB(t− s), t ≥ 0,

from which it follows that,

||un+1 − un||δ ≤ B(δ)||un − un−1||δ < ε||un − un−1||δ,

and so we have the relationship

||un+1 − un||δ ≤ εn||x||T .

Now suppose that for a given integer k,

||un+1 − un||jδ ≤ njεn||x||T , for j = 1, ..., k,

and for n = 1, 2, ..., so that

||un+1 − un||(k+1)δ ≤
k+1∑
j=1

ε||un − un−1||jδ + ε||un − un−1||(k+1)δ

≤ knkεn||x||T + ε||un − un−1||(k+1)δ. (151)

Clearly, we have the relationship

||u2 − u1||(k+1)δ ≤ (k + 1)ε||x||T ,
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and so repeatedly iterating (151) shows that for all n = 1, 2, ...,

||un+1 − un||(k+1)δ ≤ (knk+1 + 1)εn||x||T .

Therefore, by induction, it follows that the above holds for all k and in particular for

k = dδ−1T e. This then implies that

||un+1 − un||T ≤ ||un+1 − un||kδ ≤ knkεn||x||T → 0,

as n→∞, which completes the proof for the case of nondegenerate distributions.

Uniqueness: Suppose that u and v both satisfy (19) and let

∆(t) = u(t)− v(t) =
∫ t

0
(u(s)− v(s))dB(t− s), t ≥ 0.

We then have for 0 ≤ t ≤ δ, that

|∆(t)| ≤
∫ t

0
|u(s)− v(s)|dB(t− s) ≤ ε||∆||δ,

which implies that ∆(t) = 0 on [0, δ]. Next, for δ < t ≤ 2δ, we have that

|∆(t)| ≤ ε||∆||δ + ε||∆||2δ = ε||∆||2δ,

which implies that ∆(t) = 0 on (δ, 2δ]. Iterating the above argument until we reach T

completes the proof.

Lipschitz continuity: Note that for 0 ≤ t < δ, we have

||ϕB(x2)− ϕB(x1)||δ ≤ ||x2 − x1||δ + ε||ϕB(x2)− ϕB(x1)||δ,

which implies that

||ϕB(x2)− ϕB(x1)||δ ≤ (1− ε)−1||x2 − x1||δ.

Next, for δ < t ≤ 2δ, we have

||ϕB(x2)− ϕB(x1)||2δ ≤ ||x2 − x1||2δ

+ε||ϕB(x2)− ϕB(x1)||δ + ε||ϕB(x2)− ϕB(x1)||2δ

≤ 1
(1− ε)2

||x1 − x2||2δ + ε||ϕB(x2)− ϕB(x1)||2δ,
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which implies that

||ϕB(x2)− ϕB(x1)||2δ ≤ 1
(1− ε)3

||x1 − x2||2δ.

Iterating the above argument for k = dδ−1T e − 2 more time intervals completes the proof.

Finally, we provide a proof of measurability of ϕB for the case of a general B.

Measurability: We begin by defining the function ΨB : D[0,∞) → D : [0,∞) by

ΨB(u)(t) =
∫ t

0
u(t− s)dB(s), t ≥ 0.

We will now show that ΨB is measurable with respect to the Borel σ−field D generated by

the Skorohod J1 topology. Note that since D is equal to the Kolmogorov σ-field, which is

generated by the finite dimensional cylinder sets, it is sufficient to check that for each n ≥ 1

and A1, A2, ..., An ∈ B(R),

{u ∈ D[0,∞) : (ΨB(u)(t1), ...,ΨB(u)(tn)) ∈ (A1, ..., An)} ∈ D

for 0 ≤ t1 < t2, .., < tn. However, since σ-algebras are closed under finite intersections, it

is sufficient to check that for each t ≥ 0, ΨB(·)(t) is measurable. In order to show this, we

will first decompose B into its continuous and discrete parts so that

B(t) = Bc(t) +Bd(t), t ≥ 0,

where we write

Bd(t) =
∞∑

n=1

cnδ(pn)(t)

for the discrete part of B. We will then show that both ΨBc and ΨBd
are measurable

functions and so, since the sum of two measurable functions from (D,D) to (D,D) is

measurable, and ΨB = ΨBc + ΨBd
, we will have the desired measurability of ΨB.

We begin with the proof of measurability for ΨBc for which it will be sufficient to show

that for each t ≥ 0, ΨBc(·)(t) is continuous when viewed as a function from (D[0,∞), d) to

R where d is the Skorohod metric. Let un → u under the metric d. This then implies that
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un(t) → u(t) for all but a countable number of t [5]. Furthermore, the measure defined by

Bc assigns measure 0 to all countable sets. Thus, since for each t ≥ 0,

sup
0≤s≤t

|un(s)| → sup
0≤s≤t

|u(s)|,

it follows by bounded convergence [12], that

|ΨBc(un)(t)−ΨBc(u)(t)| =
∣∣∣∣∫ t

0
(un(s)− u(s))dB(t− s)

∣∣∣∣ (152)

≤
∫ t

0
|un(s)− u(s)|dB(t− s)

→ 0 as n→∞. (153)

This completes the proof of the measurability of ΨBc .

Now consider ΨBd
. It is clear that

ΨBd
(u)(t) =

∞∑
k=1

Υk(u)(t), t ≥ 0,

where

Υk(u)(t) = ck1{t ≥ pk}u(t− pk).

Define

Ψn
Bd

(u)(t) =
n∑

k=1

Υk(u)(t), t ≥ 0.

We have that for each u ∈ D[0,∞) and t ≥ 0,

sup
0≤s≤t

|ΨBn
d
(u)(s)−ΨBd

(u)(s)| = sup
0≤s≤t

∣∣∣∣∣
∞∑

k=n

ck1{s ≥ pk}u(s− pk)

∣∣∣∣∣
≤ sup

0≤s≤t
|u(s)|

∞∑
k=n

ck

→ 0 as n→∞,

and so it follows that ΨBd
(u) is the pointwise limit of ΨBn

d
(u) as n → ∞. Thus, if each

ΨBn
d
(u) is measurable, it will follow that ΨBd

is measurable as well. However, in order to

show that Ψn
Bd

is measurable, it will suffice to show that each Υk is measurable since the

sum of measurable functions is measurable. The fact that Υk is measurable may been seen
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by noting that Υk is first the translation of the function u by a constant pk and then a

multiplication by a constant ck. Both of these functions are easily seen to be measurable

functions and so Υk, being the composition of two measurable functions, is measurable as

well. This completes the proof of the measurability of ΨBd
.

Now define that map ΞB : D[0,∞) 7→ D[0,∞) by

ΞB(u)(t) = x(t) + ΨB(u)(t) t ≥ 0.

It is clear that ΞB is measurable since ΨB is measurable. Furthermore, from the existence

portion of the arguments above, it follows that for each x ∈ D[0,∞),

ϕ(x) = lim
n→∞

Ξn
B(0),

where Ξn
B(x) = Ξn−1

B (ΞB(x)) is the n-fold composition of Ξ with itself and the limit is taken

with respect to the metric of uniform convergence over bounded intervals. Thus, since the

composition of two measurable functions is measurable, it follows that Ξn
B is measurable for

each n. But this then implies that ϕB, being the pointwise limit of a sequence of measurable

functions, is measurable as well, and so the proof is now complete. �

A.2 Proofs of Lemmas 3.3.2 and 3.3.5

We next give a proof of Lemma 3.3.2.

Proof of Lemma 3.3.2:

Part (i), Existence: Let T > 0. Because the function η : D([0,∞),<) → D([0,∞),<+)

η(w)(t) ≡
∫ φ(w)(t)

0
h(ζ)dζ

is not Lipschitz cotinuous1, Lemma 1 in Reed and Ward [42] is not directly applicable.

However, define w0 to be the zero process, and

wn+1(t) = x(t)−
∫ t

0

(∫ φ(wn)(s)

0
h(u)du

)
ds. (154)

Suppose there exists M > 0 such that

‖wn‖T ≤M for all n ≥ 0. (155)

1Note the function η would be Lipschitz continuous if h were bounded on [0,∞).
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Then, since the definition of φ in (96) implies

‖φ(wn)‖T ≤ 2‖wn‖T ≤ 2M,

we find that for any 0 ≤ s ≤ T ,∫ φ(wn)(s)

0
h(ζ)dζ =

∫ φ(wn)(s)

0
(h(ζ) ∧ ‖h‖2M ) dζ,

and so

‖η(wn+1)− η(wn)‖T = sup
0≤t≤T

∫ φ(wn)(t)∨φ(wn+1(t))

φ(wn)(t)∧φ(wn+1)(t)
(h(ζ) ∧ ‖h‖2M ) dζ (156)

≤ ‖h‖2M‖φ(wn+1)− φ(wn)‖T

≤ 2‖h‖2M‖wn+1 − wn‖T ,

where the last inequality follows from the Lipschitz continuity of φ noted in (102). The

inequality (156) implies the arguments used to prove existence in Lemma 1 of Reed and

Ward [42] are valid when the constant κ in their proof is taken to be 2‖h‖2M .

We now show (155) to complete the proof. Since the definition of φ in (96) implies

φ(w0)(0) = 0, w1 = x. Next, from (154), because h is assumed non-negative and φ defined

in (96) is also positive,

wn ≤ w1 for all n ≥ 1. (157)

Lemma 5.1 in Kruk et al [29] establishes that for all n ≥ 2

φ (wn) ≤ φ (w1) . (158)

To see the conditions of Lemma 5.1 in [29] are satisfied, observe that

wn(t) = w1(t)−
∫ t

0

(∫ φ(wn−1)(s)

0
h(u)du

)
ds

is written as the difference of w1 and a non-decreasing function. Use of (158) shows that

for all n ≥ 3

wn(t) = x(t)−
∫ t

0

(∫ φ(wn−1)(s)

0
h(u)du

)
ds (159)

≥ x(t)−
∫ t

0

(∫ φ(w1)(s)

0
h(u)du

)
ds = w2(t),
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for all t ≥ 0, since h is assumed non-negative. Combining (157) and (159), we conclude

w2 ≤ wn ≤ w1 for all n ≥ 2. (160)

Set M = ‖w1‖T ∨ ‖w2‖T . Then, (160) implies (155) is valid.

Part (i), Uniqueness: Suppose both u and v satisfy (100). As in (158) in the proof of

existence, Lemma 5.1 in Kruk et al [29] establishes

‖φ(u)‖T ≤ ‖φ(x)‖T and ‖φ(v)‖T ≤ ‖φ(x)‖T . (161)

Set N ≡ ‖φ(x)‖T . Use of the integral equation definition in (100) and (161) shows

4(t) ≡ u(t)− v(t) =
∫ t

0

(∫ φ(v)(s)

0
h(x)dx−

∫ φ(u)(s)

0
h(x)dx

)
ds

=
∫ t

0

(∫ φ(v)(s)

0
(h(ζ) ∧ ||h||N ) dζ −

∫ φ(u)(s)

0
(h(ζ) ∧ ||h||N ) dζ

)
ds,

and so the Lipschitz continuity of φ in (102) implies

|4(t)| ≤
∫ t

0

∣∣∣∣∣
∫ φ(v)(s)

0
(h(ζ) ∧ ||h||N ) dζ −

∫ φ(u)(s)

0
(h(ζ) ∧ ||h||N ) dζ

∣∣∣∣∣ ds
≤

∫ t

0
||h||N |φ(v)(s)− φ(u)(s)| ds

≤ 2t||h||N‖4‖t,

which implies 4(t) = 0 for all 0 ≤ t ≤ (2||h||N )−1. For (2||h||N )−1 < t < 2 (2||h||N )−1,

|4(t)| ≤ ‖4‖(2||h||N )−1 +
(
t− (2||h||N )−1

)
2||h||N‖4‖2(2||h||N )−1

≤ ‖4‖2(2||h||N )−1 ,

and so 4(t) = 0 for all 0 ≤ t ≤ 2 (2||h||N )−1. Continued iteration of this argument implies

4 = ~0.

Part (ii): From the Lipschitz continuity of φ noted in (102) and assumption,

‖φ (xj) ‖T ≤ ‖φ(x)‖T + ‖φ(xj)− φ(x)‖T (162)

≤ ‖φ(x)‖T + 2, j ∈ {1, 2}.
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As in (158) in the proof of existence in part (i), Lemma 5.1 in Kruk et al [29] establishes

‖φ
(
Mh(xj)

)
‖T ≤ ‖φ(xj)‖T , j ∈ {1, 2},

and so from (162),

‖φ
(
Mh(x1)

)
‖T ∨ ‖φ

(
Mh(x1)

)
‖T ≤ ‖φ(x)‖T + 2. (163)

Set c ≡ ‖φ(x)‖T + 2, and observe from the definition of the mapping Mh in (100), the

inequality (163), and the Lipschitz continuity of φ noted in (102), that for 0 ≤ t ≤ T ,

‖Mh(x1)−Mh(x2)‖t ≤ ‖x1 − x2‖t + sup
0≤s≤t

∣∣∣∣∣
∫ s

0

(∫ φ(Mh(x2))(u)

φ(Mh(x1))(u)
h(ζ)dζ

)
du

∣∣∣∣∣
≤ ‖x1 − x2‖t + t‖h‖c‖φ

(
Mh (x2)

)
− φ

(
Mh (x1)

)
‖t

≤ ‖x1 − x2‖t + 2t‖h‖c‖Mh (x2)−Mh (x1) ‖t.

Therefore, for any 0 ≤ t ≤ (4‖h‖c)
−1,

‖Mh(x2)−Mh(x1)‖t ≤
‖x1 − x2‖t

1− 2‖h‖ct
. (164)

For (4‖h‖c)
−1 < t ≤ (2‖h‖c)

−1,

‖Mh(x2)−Mh(x1)‖t ≤ ‖Mh(x2)−Mh(x1)‖ 1
4‖h‖c

+ 2‖x1 − x2‖t

+ sup
0≤s≤t

∣∣∣∣∣
∫ s

1
4‖h‖c

(∫ φ(Mh(x2))(u)

φ(Mh(x1))(u)
h(ζ)dζ

)
du

∣∣∣∣∣ ,
and so, also using (164), the inequality (163), and (102),

‖Mh(x2)−Mh(x1)‖t ≤ 4‖x1 − x2‖t + 2
(
t− 1

4‖h‖c

)
‖h‖c‖Mh(x2)−Mh(x1)‖t,

or

‖Mh(x2)−Mh(x1)‖t ≤
4‖x1 − x2‖t

1− 2‖h‖c

(
t− 1

4‖h‖c

) .
Since only a finite number of intervals of length (4‖h‖c)

−1 partition the interval [0, T ],

continued iteration of the above argument establishes

‖Mh(x2)−Mh(x1)‖t ≤ κ‖x1 − x2‖t
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for κ finite (but dependent on x through c) and any 0 ≤ t ≤ T .

Part (iii): Proof. Let w ∈ D([0,∞),<) be the unique solution to (100) for x ∈

D([0,∞),<). Note that since x ∈ D([0,∞),<), it follows that for each T ≥ 0, there

exists an M ≥ 0 such that sup0≤t≤T |x(t)| ≤ (M/2 − 1). The following observation will

be useful. Because
∫ t
0

(∫ φ(w)(s)
0 h(u)du

)
ds is non-decreasing in t, Lemma 5.1 in Kruk et al

shows φ(w) ≤ φ(x). Thus, since for any T ≥ 0, φ(x)(t) ≤ 2 sup0≤s≤t |x(s)| ≤ M − 2, the

following inequality is valid

φ(w)(t) ≤M − 2 for all 0 ≤ t ≤ T. (165)

Suppose now that xn → x as n→∞ in the Skorohod J1 topology and let T be a continu-

ity point of x. Then, there must exist a sequence of absolutely continuous homeomorphisms

{λn} of [0, T ] such that

||xn ◦ λn − x||T ∨ ||λn − e||T → 0.

Furthermore, it suffices to consider absolutely continuous homeomorphisms, such that

||xn ◦ λn − x||T ∨ ||λ̇n − 1||T → 0

as n → ∞, see Billingsley [4] for more details. Also, for n sufficiently large we have that

sup0≤t≤T |xn(t)| ≤ sup0≤t≤T |x(t)|+ 1 ≤M/2 and so reasoning similar to the above implies

that

φ(wn)(t) ≤M for all 0 ≤ t ≤ T,

where wn = Mh(xn) is the solution to (100) for xn.
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Now, for all 0 ≤ t ≤ T and n sufficiently large,

||wn ◦ λn − w||t

=

∥∥∥∥∥xn ◦ λn − x−
∫ λn

0

(∫ φ(wn)(s)

0
h(u)du

)
ds−

∫ e

0

(∫ φ(w)(s)

0
h(u)du

)
ds

∥∥∥∥∥
t

(166)

=

∥∥∥∥∥xn ◦ λn − x−
∫ e

0

(∫ φ(wn)(λn(s))

0
h(u)du

)
λ̇n(s)ds−

∫ e

0

(∫ φ(w)(s)

0
h(u)du

)
ds

∥∥∥∥∥
t

≤ ||xn ◦ λn − x||t + ||λ̇n(s)− 1||t
∫ t

0

(∫ φ(wn)(λn(s))

0
h(u)du

)
ds

+

∥∥∥∥∥
∫ e

0

(∫ φ(wn)(λn(s))

0
h(u)du−

∫ φ(w)(s)

0
h(u)du

)
ds

∥∥∥∥∥
t

.

≤ ‖xn ◦ λn − x‖t + ‖λ̇n(s)− 1‖t‖h‖MMT

+‖h‖M

∫ t

0
sup

0≤s≤t
|φ(wn)(λn(s))− φ(w)(s)| ds.

By Lemma 13.5.2 in [54] φ(wn)(λn(s)) = φ(wn ◦ λn)(s) and by Lemma 13.5.1 in [54], φ is

Lipschitz continuous with respect to the uniform metric with Lipschitz constant 2, and so∫ t

0
sup

0≤s≤t
|φ(wn) (λn(s))− φ (w) (s)| ds (167)

=
∫ t

0
sup

0≤s≤t
|φ(wn ◦ λn)(s)− φ(w)(s)| ds

≤
∫ t

0
2‖wn ◦ λn − w‖sds.

We conclude from (166) and (167) that

‖wn ◦ λn − w‖t ≤ ‖xn ◦ λn − x‖t + ‖λ̇n(s)− 1‖t‖h‖MMT + 2‖h‖M

∫ t

0
‖wn ◦ λn − w‖sds.

Let ε > 0 be arbitrarily small. Then, there exists n0 such that

‖xn ◦ λn − x‖t + ‖λ̇n(s)− 1‖t‖h‖MMT ≤ ε

for n ≥ n0. We then have that

‖wn ◦ λn − w‖t ≤ ε+ 2‖h‖M

∫ t

0
‖wn ◦ λn − w‖sds

for 0 ≤ t ≤ T and n ≥ n0. Therefore, by Gronwall’s inequality,

||wn ◦ λn − w||T ≤ εe2T‖h‖M .
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Since also ‖||λ̇n − 1||T → 0 as n→∞, it follows that

‖wn ◦ λn − w‖T ∨ ‖λn − e‖T → 0,

as n→∞. �

Finally, we now have a proof of Lemma 3.3.5.

Proof of Lemma 3.3.5: From Lemma 1 in [42], for parts (i) and (ii) it is sufficient to

verify the Lipschitz continuity of the function η : D([0,∞),<) → D([0,∞),<), defined as

η(w)(t) ≡
∫ φC(w)(t)

0
h(u)du

for w ∈ D([0,∞),<). Since

‖η(w1)− η(w2)‖T ≤ sup
0≤t≤T

∫ φC(w1)(t)

φC(w2)(t)
|h(u)|du ≤ ‖h‖C‖φC(w1)− φC(w2)‖T ,

and Theorem 14.8.1 in Whitt [54] establishes the mapping φC is Lipschitz continuous with

Lipschitz constant 2, we conclude

‖η(w1)− η(w2)‖T ≤ 2‖h‖C‖w1 − w2‖T .

Note that if the condition 0 ≤ x1(0), x2(0) ≤ C is not satisfied, then the above inequality

is not valid, and must also accommodate the jump at time 0.

The proof of part (iii) proceeds in a similar manner to the proof of part (iii) of Lemma

3.3.2 and therefore has not been included. It is, however, necessary to note that using the

explicit form of the two-sided regulator mapping in Kruk et al [29],

φC(x)(t) = φ(x)(t)− sup
0≤s≤t

(
[φ(x)(s)− C]+ ∧ inf

s≤u≤t
φ(x)(u)

)
,

it is straightforward to show that

φC(x)(λ(t)) = φC (x ◦ λ) (t).

�
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APPENDIX B

G/GI/N QUEUE PROOFS

In this appendix, we provide the proofs of Propositions 2.3.2 and 2.4.2. Our proof of

Proposition 2.3.2 will closely parallel the proofs of Lemmas 3.4 through 3.8 of [28]. In order

to begin, we must first set up the following notation. Let us define the two parameter

process

V N (t, x) =
ÂN (t)∑
i=1

(1{ηi ≤ x} − F (x)), t ≥ 0, x ≥ 0, (168)

where we recall from Section 2.4 that ÂN is defined to be the number of customers who

have begun service by time t and ηi is the service time of the ith customer to arrive to the

system after time zero as defined in Section 2.1.2. Note that by setting

UN (t, x) =
bNtc∑
i=1

(1{F (ηi) ≤ x} − x), t ≥ 0, 0 ≤ x ≤ 1,

we have

V N (t, x) = UN (ǍN (t), F (x)), (169)

where

ǍN (t) =
ÂN (t)
N

, t ≥ 0. (170)

It then follows from the definition of MN
2 in (12) that

MN
2 (t) =

∫ t

0

∫ t

0
1{s+ x ≤ t}dV N (s, x), (171)

where the integrals above are taken over the closed intervals [0, t]. We will now decompose

MN
2 in two processes, GN and HN . Let

LN (t, x) =
ÂN (t)∑
i=1

(
1{ηi ≤ x} −

∫ x∧ηi

0

dF (y)
1− F (y−)

)
, t ≥ 0, x ≥ 0, (172)
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where F (y−) = limx→y F (x).

By (168) and (172), we have that

V N (t, x) = −
∫ x

0

V N (t, y−)
1− F (y−)

dF (y) + LN (t, x). (173)

Therefore, by (171) and (173), we have

MN
2 (t) = GN (t) +HN (t), (174)

where

GN (t) = −
∫ t

0

V N (t− x, x−)
1− F (x−)

dF (x), t ≥ 0,

and

HN (t) =
∫ t

0

∫ t

0
1{s+ x ≤ t}dLN (s, x), t ≥ 0. (175)

We set GN = {GN (t), t ≥ 0} and HN = {HN (t), t ≥ 0} and note that (174) is the desired

decomposition. It will be useful in proving several results related to MN
2 such as tightness

and weak convergence.

Now let

HN
k (t) =

ÂN (t)∧k∑
i=1

(
1{0 < ηi ≤ t− τ̂N

i } −
∫ ηi∧(t−τ̂N

i )+

0+

dF (u)
1− F (u−)

)
,

for t ≥ 0, where

τ̂N
i = inf{t ≥ 0 : ÂN (t) ≥ i}

is the time at which the ith customer to enter service after time zero begins being served.

We set HN
k = {HN

k (t), t ≥ 0}. Furthermore, define the filtration HN = (HN
t , t ≥ 0) by

HN
t = σ{ξi, i = 1, ..., ÂN (t)}

∨σ{1{ηi = 0}, 1{ηi ≤ s− τ̂N
i }, s ≤ t, i = 1, ..., ÂN (t)}

∨σ{ÂN (s), s ≤ t} ∨ N ,

where ξi is as defined in (8) of Section 2.1.2 and N is the P completion of F . It easy to see

that HN satisfies the usual conditions and is actually a filtration.

The following lemma appears in [28]. The proof in our case is similar to the one there

and as a consequence we will only point out the minor differences.
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Lemma B.0.1. The process HN
k is an HN -square-integrable martingale with predictable

quadratic variation process

〈HN
k 〉(t) =

ÂN (t)∧k∑
i=1

∫ ηi∧(t−τ̂N
i )+

0+

1− F (u)
(1− F (u−))2

dF (u), t ≥ 0.

Proof. We only point out the small changes to the proof of Lemma 3.5 of [28] which need

to made.

Equation (3.40) on page 257 in the proof of Lemma 3.5 of [28] should be switched to

{τ̂N
i+1 = τ̂N

i } ∩ {ηi > 0} = {hN
i+1(ξr, r ≥ 1, ηp, p ≥ 1, p 6= i) ≤ τ̂N

i } ∩ {ηi > 0},

where the random variable hN
i+1 is the time of the (i + 1)st departure from the system

assuming that customer i’s service time is infinitely long. Equation (3.41) should also be

similarly changed by letting hN
r be the time of the rth departure from the system assuming

that customer i’s service time is infinitely long.

The process ÃN (u) defined in the middle paragraph on page 258 of [28] should now be

the number of customers entering service by time u if customer i’s service time was infinitely

long.

The random variable τ̃N
i on page 260 of [28] should now be set equal to the time at

which customer i enters service assuming that customer j’s service time is infinitely long.

�

Now note that by (22) and (174), we have

M̄N
2 (t) = ḠN (t) + H̄N (t), (176)

where

ḠN =
GN

N
(177)

and

H̄N =
HN

N
. (178)

It therefore follows by (176) that in order to M̄N
2 ⇒ 0 as N → ∞, it will be sufficient to

show that ḠN and H̄N each converge to 0 separately. We begin with ḠN .
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First, however, let us set

ŪN =
UN

N
. (179)

We then have the following.

Lemma B.0.2. ḠN ⇒ 0 as N →∞.

Proof. We will first show that for each δ > 0 and T > 0,

lim
ε↓0

lim sup
N

P

(
sup

0≤t≤T

∣∣∣∣∫ t

0

V̄ N (t− x, x−)
1− F (x−)

1{F (x−) > 1− ε}dF (x)
∣∣∣∣ > δ

)
= 0, (180)

where V̄ N (t, x) = N−1V N (t, x). The proof of this will be identical to the proof in [28] but

for completeness we will include it here as well.

In view of (169), and recalling the definition of ŪN from (179), we have for any k > 0,

P

(
sup

0≤t≤T

∣∣∣∣∫ t

0

V̄ N (t− x, x−)
1− F (x−)

1{F (x−) > 1− ε}dF (x)
∣∣∣∣ > δ

)
≤ P (ǍN (T ) > kT )

+P

(∫ ∞

0

1{F (x−) > 1− ε}
1− F (x−)

sup
0≤t≤kT

|ŪN (t, F (x−))|dF (x) > δ

)
.

For k sufficiently large, we have by the definition of ǍN in (170) and Lemma 2.4.1 of

Section 2.4 that

P (ǍN (T ) > kT ) → 0 as N →∞.

Therefore, by applying Chebyshev’s inequality and Fubini’s theorem, we reduce our task to

proving

lim
ε↓0

lim sup
N

∫ ∞

0

1{F (x−) > 1− ε}
1− F (x−)

E sup
0≤t≤kT

|ŪN (t, F (x−))|dF (x) = 0.

As in Lemma 3.1 of [28], for any fixed x ≥ 0, {ŪN (t, F (x−)), t ≥ 0} is a locally square-

integrable martingale with respect to the filtration GN = GN (t), t ≥ 0 defined by GN (t) =

{ηi, 1 ≤ i ≤ bntc} ∨ N . Moreover, it has the predictable quadratic-variation process, see

[36] and [21],

〈ŪN (·, F (x−))〉(t) =
bNtc
N2

F (x−)(1− F (x−)), t ≥ 0.
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By Theorem 1.9.5 in [36], we have that

E

[
sup

0≤t≤kT
|ŪN (t, F (x−))|

]
≤ 3E[〈ŪN (·, F (x−))〉(kT )]1/2

≤ 3
√
kT (F (x−)(1− F (x−)))1/2,

which implies that ∫ ∞

0

1{F (x−) > 1− ε}
1− F (x−)

E

[
sup

0≤t≤kT
|ŪN (t, F (x−))|

]
dF (x)

≤ 3
√
kT

∫ ∞

0

1{F (x−) > 1− ε}
1− F (x−)

dF (x).

Denoting F−1(x) = inf{y : F (y) > x}, we have, by a change of variables, that the latter

equals

3
√
kT

∫ 1

0

1{F (F−1(x)−) > 1− ε}
(1− F (F−1(x)−))1/2

dx ≤ 3
√
kT

∫ 1

0

1{x > 1− ε}
(1− x)1/2

dx

≤ 6
√
kT
√
ε→ 0 as ε→ 0.

The proof of (180) is completed.

Next, first note that by Lemma 3.1 in [28], it follows that

ŪN ⇒ 0 as N →∞,

where ŪN = {ŪN (t, x), t ≥ 0, 0 ≤ x ≤ 1}. This then implies that for each k ≥ 0,

sup
0≤t≤kT

sup
0≤x≤1

|ŪN (t, F (x−))| ⇒ 0 as N →∞.

Hence, for each ε > 0 and δ > 0, we have

P

(∫ ∞

0

1{F (x−) ≤ 1− ε}
1− F (x−)

sup
0≤t≤kT

|ŪN (t, F (x−))|dF (x) > δ

)

≤ P

(
(1− ε)−1 sup

0≤t≤kT
sup

0≤x≤1
|ŪN (t, F (x−))| > δ

)
→ 0 as N →∞,

which, when combined with (180), completes the proof. �

We will next show that H̄N converges to 0 as N goes to ∞. Again, the modifications

to the proof of Lemma 3.7 of [28] are slight but we include a full proof for completeness.
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Lemma B.0.3. H̄N ⇒ 0 as N →∞.

Proof. Let

ĤN (t) = N−1

ÂN (t)∑
i=1

(
1{0 < ηi ≤ t− τ̂N

i } −
∫ ηi∧(t−τ̂N

i )+

0+

dF (u)
1− F (u−)

)
, t ≥ 0.

By (175), (172) and (178) we have that

H̄N (t) = N−1

ÂN (t)∑
i=1

(1{ηi = 0} − F (0)) + ĤN (t).

We will first show that the term involving the summation converges to 0. Let T ≥ 0

and δ > 0. We have

P

 sup
0≤t≤T

∣∣∣∣∣∣N−1

ÂN (t)∑
i=1

(1{ηi = 0} − F (0))

∣∣∣∣∣∣ > δ


≤ P (N−1ÂN (T ) > k) + P

 sup
0≤t≤1

∣∣∣∣∣∣N−1

bNktc∑
i=1

(1{ηi = 0} − F (0))

∣∣∣∣∣∣ > δ

 .

However, for sufficiently large k, we have by the definition of ÂN and assumption (15) of

Section 2.1.2 that

P (N−1ÂN (T ) > k) ≤ P (ĀN (T ) > k) → 0 as N →∞. (181)

Furthermore, by the functional strong law of large numbers and the i.i.d. assumption of

{ηi, i ≥ 1}, it follows that

P

 sup
0≤t≤1

∣∣∣∣∣∣N−1

bNktc∑
i=1

(1{ηi = 0} − F (0))

∣∣∣∣∣∣ > δ

→ 0 as N →∞.

It thus remains to show the convergence of ĤN to 0.

Fix T > 0. For each ε > 0, we have

P

(
sup

0≤t≤T
ĤN (t) > ε

)

≤ P (N−1ÂN (T ) > k) + P

(
sup

0≤t≤T
|H̄N

Nk(t)| > ε

)
,
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where

H̄N
Nk =

HN
Nk

N
.

By (181), we have that for k sufficiently large,

P (N−1ÂN (T ) > k) → 0 as N →∞.

Next, by Lemma B.0.1, we have that H̄N
Nk is an HN -square-integrable martingale with

predictable quadratic variation process

〈H̄N
Nk〉(t) = N−2

ÂN (t)∧Nk∑
i=1

∫ ηi∧(t−τ̂N
i )+

0+

1− F (u)
(1− F (u−))2

dF (u), t ≥ 0. (182)

Thus, by the Lenglart-Rebolledo inequality [36], for any γ > 0,

P

(
sup

0≤t≤T
|H̄N

Nk(t)| > ε

)
≤ γ

ε2
+ P (〈H̄N

Nk〉(T ) > γ).

However, by (182),

〈H̄N
Nk〉(T ) ≤ N−2

AN (T )∑
i=1

∫ ηi

0

dF (u)
1− F (u−)

. (183)

Furthermore, since E[
∫ ηi

0 (1− F (u−))−1dF (u)] = 1, it follows by the functional strong law

of large numbers that

N−2

bN ·c∑
i=1

∫ ηi

0

dF (u)
1− F (u−)

⇒ 0 as N →∞.

By (183), the random time change theorem and assumption (15), this then implies that for

any γ > 0,

P (〈H̄N
Nk〉(T ) > γ) → 0 as N →∞,

which completes the proof. �

We are now in a position to give a proof of Proposition 2.3.2.
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Proof of Proposition 2.3.2. The proof follows by the decomposition (176) and Lemmas

B.0.2 and B.0.3 above. �

The remainder of the appendix will now be devoted to providing a proof of Proposition

2.4.2. We begin by defining the processes

G̃N =
GN

√
N

and

H̃N =
HN

√
N
,

and note that by (41) and (174) it follows that

M̃N
2 = G̃N + H̃N . (184)

Our first result will be to show that the sequence {M̃N
2 } is tight. In order to show this,

it will be sufficient to show that both {G̃N} and {H̃N} are tight. We begin with a proof

for {G̃N}.

Lemma B.0.4. The sequence {G̃N} is tight.

Proof. By virtue of Lemma 2.4.1 and the fact that the identity process e(t) = t is a

continuous process, the proof now follows identically to the proof of Lemma 3.4 in [28].

The modifications to this proof are essentially trivial and the interested reader is referred

to Lemma 3.4 of [28] for further details. �

Next, we show that {H̃N} is tight.

Lemma B.0.5. The sequence {H̃N} is tight.

Proof. Since by Lemma B.0.1, the process HN
k is an HN -square-integrable-martingale for

each N and k, the proof now follows similarly to the proof of Lemma 3.7 of [28] and will

not be included. Again, the interested reader is referred to [28] for further details. �

We may now state the following result.

Proposition B.0.6. The sequence {M̃N
2 } is tight.
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Proof. The result follows by the decomposition (184) and Lemmas B.0.4 and B.0.5 above.

�

We are now ready to give a proof of Proposition 2.4.2. Before doing so, however, we

must first recall Lemma 5.2 from [28]. The proof of this result is similar in our case and

therefore will not be included for the sake of brevity.

Let βi(x, y) be bounded real-valued Borel functions such that E[βi(x, ηi) = 0] and define

the processes by RN
m = {RN

m(t), t ≥ 0} and 〈RN
m〉 = {〈RN

m〉(t), t ≥ 0}, m = 1, 2, ..., by

RN
m(t) =

ÂN (t)∧m∑
i=1

βi(τ̂N
i , ηi) and 〈RN

m〉(t) =
ÂN (t)∧m∑

i=1

β̄i(τ̂N
i ), (185)

where

β̄i(x) = Eβ2
i (x, ηi).

We also introduce the σ-fields F̂N
t = σ{τ̂N

i , ηi, 1 ≤ i ≤ btc} ∨ N and FN
t = σ{τ̂N

i ∧

τ̂N
ÂN (t)+1

, ηi∧ÂN (t), i ≥ 1}∨N , and the filtrations F̂N = {F̂N
t , t ≥ 0} and FN = {FN

t , t ≥ 0}.

We then have the following.

Lemma B.0.7. 1. The τ̂N
i , i = 1, 2, ..., are FN -stopping times, and the following inclusions

hold: FN
τ̂N
i
⊃ F̂N

i+1, GN
i ⊂ F̂N

i , where GN
i = σ{B ∩ {τ̂N

i > t}, t ≥ 0,B ∈ FN
t };

2. The process ÂN is FN -predictable;

3. The processes RN
m, m = 1, 2, ..., are FN -square-integrable martingales with the processes

〈RN
m〉 as predictable quadratic-variation processes.

Proof. See Lemma 5.2 of [28]. �

We may now give a proof of Proposition 2.4.2.

Proof of Proposition 2.4.2. Our proof will be similar to the proof of Lemma 5.3 of [28]

but we restate it here for the sake of completeness. Our first step is to show that the finite

dimensional distributions of (M̃N
2 , M̂

N
2 ) converge to those of (M̃2, M̃2). We denote finite

dimensional convergence by
f.d.⇒ .
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Let

ŨN =
UN

√
N

and note that by Lemma 3.1 of [28], ŨN ⇒ Ũ in D([0,∞), D[0, 1]) as N →∞, where U is

the Kiefer process. Next, let

M̃N
2,k(t) =

k∑
i=1

2ŨN ((ÂN (sk
i−1), F (0)), (ÂN (sk

i ), F (t− sk
i ))), (186)

where the increment

2ŨN ((a1, a2), (b1, b2)) = ŨN (b1, b2)− ŨN (a1, b2)− ŨN (b1, a2) + ŨN (a1, a2),

and the points 0 = sk
0 < sk

1 < . . . < sk
k = t are chosen such that

max
1≤i≤k

|sk
i − sk

i−1| → 0 as k →∞.

We also define in analogy,

M2,k(t) =
K∑

i=1

(2Ũ((e(sk
i−1), F (0)), (e(sk

i ), F (t− sk
i ))) + (Ũ(e(sk

i ), F (0))− Ũ(e(sk
i−1), F (0)))),

where

2Ũ((a1, a2), (b1, b2)) = Ũ(b1, b2)− Ũ(a1, b2)− Ũ(b1, a2) + Ũ(a1, a2).

We will show that

(a) M̃N
2,k

f.d.⇒ M2,k,

(b) lim
k→∞

lim sup
N→∞

P (|M̃N
2,k(t)− M̃N

2 (t)| > η) = 0 for η > 0, t > 0,

(c) lim
n→∞

P (|M̂N
2 (t)− M̃N

2 (t)| > η) = 0 for η > 0, t > 0.

Since M2,k(t)
P⇒M2(t) as k →∞ by definition, this will proved the required.

The proofs of (a) and (b) are identical to the proofs in Lemma 5.3 of [28] but we include

them here for the sake of completeness. We proceed as follows.

Thus, by the continuity of the Keifer process Ũ , it follows that

M̌N
2,k ⇒M2,k as N →∞,
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where

M̌N
2,k(t) =

k∑
i=1

2ŨN (e(sK
i ), F (0)), (e(sk

i ), F (t− sk
i ))). (187)

Next, by Lemma 2.4.1, Lemma 3.1 of [28] and the continuity of U and e, we obtain from

(186) and (187) that

lim
N→∞

P

(
sup

0≤t≤T
|M̃N

2,k(t)− M̌N
2,k(t)| > ε

)
= 0, T > 0, ε > 0. (188)

This then implies that M̃N
2,k ⇒M2,k as N →∞, which completes the proof of (a).

We will next prove (b), making use of Lemma B.0.7. In the conditions of the lemma we

take, fixing t and k for the moment,

βi(x.y) =
k∑

p=1

1{sk
p−1 < x ≤ sk

p}(1{t− sk
p < x < t− x)− (F (t− x)− F (t− sk

p))).

Then,

β̄i(x) = E[βi(x, ηi)2]

=
k∑

p=1

1{sk
p−1 < x ≤ sk

p}(F (t− x)− F (t− sk
p))

= ×(1− F (t− x)− F (t− sk
p)))

and (185) yields, by (168), (171) and (186),

N−1/2RN
m(t) = M̃N

2 (t)− M̃N
2,k(t) on {ÂN (t) ≤ m}. (189)

By (189) and (185),

N−1〈RN
m〉(t) ≤ N−1

ÂN (t)∑
i=1

k∑
p=1

1{sk
p−1 < τ̂N

i ≤ sk
p}(F (t− sk

p−1)− F (t− sk + p))

= N−1
k∑

p=1

(F (t− sk
p−1)− F (t− sk + p))(ÂN (sk

p)− ÂN (sk
p−1))

≤ sup
1≤p≤k

(N−1ÂN (sk
p)−N−1ÂN (sk

p−1)).

Then, by Lemma B.0.7(3), applying the Lenglart-Rebolledo inequality and (189), for η >

95



0, ε > 0,

P (|M̃N
2 (t)− M̂N

2,k(t)| > η)

≤ P (ÂN (t) > mN) + P (N−1/2|RN
m(t)| > η)

≤ P (N−1ÂN (t) > m) +
ε

η2
+ P

(
sup

1≤p≤k
(N−1ÂN (sk

p)−N−1ÂN (sk
p−1)) > ε

)
.

By Lemma 2.4.1, continuity of the indentity function e(t) = t and the fact that max1≤p≤k(sk+

p− sk
p−1) → 0 as k →∞,

lim
m→∞

lim sup
N→∞

P (N1ÂN (t) > m) = 0,

lim
k→∞

lim sup
N→∞

P

(
sup

1≤p≤k
(N−1ÂN (sk

p)−N−1ÂN (sk
p−1)) > ε

)
= 0,

ending the proof of (b).

We next prove part (c). The proof proceeds in a similar manner to the proof of parts

(a) and (b). Letting BN (t) = bNtc, we first note that

M̂N
2 (t) = N−1/2

∫ t

0

∫ t

0
1{s+ x ≤ t}dUN (BN (s), x).

Furthermore, setting B̄N = {N−1BN (t), t ≥ 0}, it is clear that

B̄N ⇒ e as N →∞. (190)

Next, letting

B̌N
2,k(t) =

k∑
i=1

2ŨN (B̂N (sk
i−1), 0), (BN (sk

i ), F (t− sk
i )))),

it follows by (190), Lemma 3.1 of [28] and the continuity of U and the identity function

e(t) = t, that

lim
N→∞

P

(
sup

0≤t≤T
|B̌N

2,k(t)− M̌N
2,k(t)| > ε

)
= 0, T > 0, ε > 0. (191)

A similar proof to that of part (b) above can also be used to show that

lim
k→∞

lim sup
N→∞

P (|B̌N
2,k(t)− M̂N

2 (t)| > η) = 0 for η > 0, t > 0. (192)
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Part (b), (188), (191) and (192) above now imply part (c).

Parts (a), (b) and (c) imply the finite dimensional convergence (M̃N
2 , M̂

N
2 ) ⇒df (M̃2, M̃2)

as N → ∞. It therefore remains to show that the sequence {(M̃N
2 , M̂

N
2 )} is tight in

order to complete the proof. However, by Proposition B.0.6, the sequence {M̃N
2 } is tight

and a similar if not identical proof also shows that {M̂N
2 } is tight. Thus, the sequence

{(M̃N
2 , M̂

N
2 )} is tight, which completes the proof. �
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APPENDIX C

CUSTOMER ABANDONMENT PROOFS

In this appendix, we prove Lemmas 3.4.2- 3.5.4 of Chapter III. It is useful for the proof of

Lemma 3.4.4 to define the following notation, which matches that in Billingsley [4]. For

any set S ⊂ [0, T ], δ > 0, and x ∈ D([0,∞),<), let

w(x, S) ≡ sup
u,v∈S

|x(u)− x(v)| (193)

wT (x, δ) ≡ sup
0≤t≤T−δ

w(x, [t, t+ δ]). (194)

Also let

w′T (x, δ) ≡ inf max
1≤i≤v

w (x, [ti−1, ti)) ,

where the infimum extends over all decompositions [ti−1, ti), 1 ≤ i ≤ v, of [0, T ) such that

ti − ti−1 > δ for 1 ≤ i < v. Similar to (12.7) in [4], since [0, T ) can, for each δ < T
2 be split

into subintervals [ti−1, ti) satisfying δ < ti − ti−1 ≤ 2δ, for x ∈ D([0,∞),<),

w′T (x, δ) ≤ wT (x, 2δ), δ <
T

2
. (195)

C.1 Proofs of Lemmas 3.4.2 through 3.5.4

Proof of Lemma 3.4.2: Given any T > 0, suppose we can show

lim
n→∞

E

[
sup

0≤t≤T
R

n(t)

]
= 0. (196)

Convergence in L1 implies convergence in probability, and so

sup
0≤t≤T

R
n(t) → 0

in probability, as n→∞. Convergence in probability implies weak convergence, and so

sup
0≤t≤T

R
n ⇒ 0,

as n→∞, which establishes the desired result.
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To establish (196), we must show that for any δ > 0 and all large enough n,

E

[
sup

0≤t≤T
R

n(t)

]
< δ. (197)

First observe, using the linearity of the expectation operator and the definitions of Ṽ n in

(80) and Rn in (117), that

E

[
sup

0≤t≤T
R

n(t)

]
= n−1

bnT c∑
j=1

P
(
Ṽ n(tn,−

j ) ≥
√
nan

j

)
. (198)

Next, we claim there exists a K such that for all n large enough,

P

(
max

j=1,...,bnT c
Ṽ n
(
tn,−
j

)
≥ K

)
<

δ

2T
. (199)

To see (199), construct a second single server queue on the same probability space as the

original queue with abandonments, and with the same arrival and service time sequence as

the queue with abandonments, but from which no abandonments occur; i.e., ai = ∞ for

all i ∈ {1, 2, . . .}. On a sample path basis, the offered waiting time process in the queue

without abandonments always exceeds or is equal to the equivalent process in the queue

with abandonments. Weak convergence of a process χn in D([0,∞),<) implies tightness

of the sequence of random variables sup0≤t≤T |χn(t)|. Therefore, it follows from the weak

convergence of the waiting time process for a GI/GI/1 queue established in Theorem 1 in

Section 3.2 of Reiman [44] that there exists n0 such that

P

(
sup

0≤t≤T

∣∣∣Ṽ n(t)
∣∣∣ ≥ K

)
<

δ

2T
, n ≥ n0 (200)

holds. Since for all j ∈ {1, . . . , bnT c}, by the definition of tnj , the strong law of large

numbers, and because assumption (71) implies ρn → 1 as n→∞,

tnj ≤ tnbnT c =
bnT c
nρn

1
bnT c

bnT c∑
j=1

uj → T,

as n→∞, and so (199) holds for large enough n. Finally, recalling the definition of Fn in

(74), because Fn
(
n−1/2K

)
→ 0 as n→∞, we can choose n large enough so that

Fn

(
K√
n

)
<

δ

2T
. (201)

99



Therefore, for any j ∈ {1, . . . , bnT c}, from (199) and (201),

P
(
Ṽ n
(
tn,−
j

)
≥
√
nan

j

)
<

δ

2T
+ P

(
Ṽ n
(
tn,−
j

)
≥
√
nan

j ∩ max
j=1,...,bnT c

Ṽ n
(
tn,−
j

)
< K

)
≤ δ

2T
+ Fn

(
K√
n

)
<
δ

T
,

and so from (198), for large enough n,

E

[
sup

0≤t≤T
R

n(t)

]
< n−1

bnT c∑
j=1

δ

T
≤ δ,

which establishes (197). �

Proof of Lemma 3.4.3: For any given t, ε, δ > 0, we must show

P

(
sup

0≤s≤t

∣∣∣M̃n
a (s)

∣∣∣ > ε

)
= P

(
max

i=1,...,bntc
|Mn

a (i)| > ε
√
n

)
< δ, (202)

for large enough n. By a generalization of Kolmogorov’s inequality (see, for example,

Corollary 2.1 in Hall and Heyde [16]), and the orthogonality of martingale differences (see,

for example, property (vii) on page 355 of Resnick [45]),

P

(
max

i=1,...,bntc
|Mn

a (i)| > ε
√
n

)
≤ E |Mn

a (bntc)|2

ε2n
(203)

=
1
ε2n

E

bntc∑
j=1

(
1
{
V n(tn,−

j ) ≥ an
j

}
− E

[
1
{
V n(tn,−

j ) ≥ an
j

}
|Fj−1

])2

 .
Since

12{V n
(
tn,−
j

)
≥ an

j } = 1{V n
(
tn,−
j

)
≥ an

j }

1
{
V n
(
tn,−
j

)
≥ an

j

}
E
[
1
{
V n
(
tn,−
j

)
≥ an

j

}
|Fj−1

]
≥ 0

E2
[
1{V n

(
tn,−
j

)
≥ an

j }
]

≤ E
[
12{V n

(
tn,−
j

)
≥ an

j }
]
,

it follows that

(
1
{
V n(tn,−

j ) ≥ an
j

}
− E

[
1
{
V n(tn,−

j ) ≥ an
j

}
|Fj−1

])2
(204)

≤ 1
{
V n(tn,−

j ) ≥ an
j

}
+ E

[
1
{
V n(tn,−

j ) ≥ an
j

}
|Fj−1

]
.
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Furthermore,

E
[
1
{
V n(tn,−

j ) ≥ an
j

}
+ E

[
1
{
V n(tn,−

j ) ≥ an
j

}
|Fj−1

]]
= 2E

[
1
{
V n(tn,−

j ) ≥ an
j

}]
,

(205)

and so from (203), (204), (205), and the definition of Rn in (117),

P

(
max

i=1,...,bntc
|Mn

a (i)| > ε
√
n

)
≤ 2
ε2n

bntc∑
j=1

E
[
1
{
V n(tn,−

j ) ≥ an
j

}]
=

2
ε2
E
[
R

n(t)
]
→ 0,

as n→∞, by the convergence established in (196). �

Proof of Lemma 3.4.4: We first argue that the families {X̃n} and {ε̃n} are tight in

D([0,∞),<), and then use those tightness results to establish the tightness of {Ṽ n}.

Tightness of {X̃n}:

We first argue

S̃n
a ◦A

n ⇒ 0, (206)

as n→∞. Recall the distributional equivalence in (119)

S̃n ◦Rn ◦An D= S̃n
a ◦A

n
.

Hence, it is sufficient to show

S̃n ◦Rn ◦An ⇒ 0,

as n→∞. From the weak convergence in (87) and Lemma 3.4.2,

(
S̃n, R

n
)
⇒ (var(v1)WS,2, 0) ,

as n→∞. The joint convergence holds because Rn weakly converges to a constant. Since

R
n and A

n are non-decreasing in t for each n, the almost sure convergence of An in (86),

and the random time change theorem imply

S̃n ◦Rn ◦An ⇒ 0,

as n→∞.
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From the definition of X̃n in (111) and the evolution equation for Xn in (91),

X̃n = Ãn + S̃n(Ān) +
√
nt(ρn − 1)− S̃n

a (Ān(t))− M̃n
a (Ān).

The weak convergences in (87), the heavy traffic assumption (71), the almost sure conver-

gence of An in (86), Lemma 3.4.3, the weak convergence in (206), and the random time

change theorem imply that

X̃n ⇒W,

as n→∞, where W is a Brownian motion with drift θ and variance σ2 = var(u1)+var(u2).

Tightness follows because weakly convergence subsequences are relatively compact.

Tightness of {ε̃n}:

Let T > 0. We verify the conditions (16.17) and (16.18) of Theorem 16.8 in Billingsley [4]

to prove the tightness of {ε̃n}. In particular, we must show the following.

• (B16.17) For every η > 0, there exists an a and an n0 such that

P

(
sup

0≤t≤T
|ε̃n(t)| ≥ a

)
< η, n ≥ n0;

• (B16.18) For every γ and η, there exists a δ and an n0 such that

P
(
w′T (ε̃n, δ) ≥ γ

)
< η, n ≥ n0.

To see conditions (B16.17) and (B16.18) can be satisfied, first recall from (124) that

ε̃n(t) =
∫ t

0

(∫ Ṽ n(s−)

0
h(w)dw

)
ds−

∫ t

0

√
n

(
1− exp

(
− 1√

n

∫ Ṽ n(s−)

0
h(w)dw

))
dA

n(s).

(207)

Choose K, a, and n0 large enough, and δ small enough so that

P

(
sup

0≤t≤T

∣∣∣Ṽ n(t)
∣∣∣ ≥ K

)
<

η

2
(208)

P
(
K‖h‖KT + (K‖h‖K + 1)An(T ) ≥ a

)
<

η

2
(209)

P
(
K‖h‖K2δ + (1 +K‖h‖K)

(
A

n(t+ 2δ)−A
n(t)

)
≥ γ

)
<

η

2
, (210)
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for all n ≥ n0, where ‖h‖K <∞ because h is continuous. Such a K, a, δ, and n0 exist from

the observation (200) in the proof of Lemma 3.4.2, and the almost sure convergence of An

to the identity function in (86). Then, from (207), (208), and (209), also noting that

√
n
(
1− exp

(
−x/

√
n
))
→ x, (211)

uniformly on compact sets of [0,∞),

P

(
sup

0≤t≤T
|ε̃n(t)| ≥ a

)
≤ η

2
+ P

(
sup

0≤t≤T
|ε̃n(t)| ≥ a ∩ sup

0≤t≤T

∣∣∣Ṽ n(t)
∣∣∣ < K

)
≤ η

2
+ P

(
TK‖h‖K + (K‖h‖K + 1)An(T ) ≥ a

)
< η,

and so (B16.17) holds. Next, from the definitions of w and wT in (193) and (194), the

inequality (195), and the non-negativity of h,

w′T (ε̃n, δ) ≤ wT (ε̃n, 2δ)

≤ sup
0≤t≤T−2δ

∫ t+2δ

t

(∫ Ṽ n(s−)

0
h(w)dw

)
ds

+
∫ t+2δ

t

√
n

(
1− exp

(
− 1√

n

∫ Ṽ n(s−)

0
h(w)dw

))
dA

n(s),

and so, also using (208), (210), and (211),

P
(
w′T (ε̃n, δ) ≥ γ

)
≤ η

2
+ P

(
w′T (ε̃n, δ) ≥ γ ∩ sup

0≤t≤T

∣∣∣Ṽ n(t)
∣∣∣ ≤ K

)
≤ η

2
+ P

(
2δK‖h‖K + (1 +K‖h‖K)

(
A

n(t+ 2δ)−A
n(t)

)
≥ γ

)
< η,

which implies (B16.18) holds. We conclude {ε̃n} is tight.

Tightness of {Ṽn}:

We show the sequence {Ṽ n} satisfies the definition of relative compactness, and so is tight

in D([0,∞),<). Consider any subsequence {Ṽ ni}. Because the families {X̃n} and {ε̃n} are

both tight, there exists a further subsequence {X̃ni(m) + ε̃ni(m)} such that

X̃ni(m) + ε̃ni(m) ⇒ χ,
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as ni(m) → ∞, for some limit process χ. From the representation for Ṽ n in (114), the

continuous mapping theorem, and the continuity of the mapping φh established in part (iii)

of Proposition 3.3.3, on this further subsequence,

Ṽ ni(m) = φh
(
X̃ni(m) + ε̃ni(m)

)
⇒ φh(χ),

as ni(m) →∞. We conclude {Ṽ n} is relatively compact. �

Proof of Lemma 3.4.5: The offered waiting time process can only increase at arrival time

points and so

V n(t) ≤ max
i=1,...,An(t)

V n(ti). (212)

Since in the nth system service times are scaled by n−1 and the service time of the ith arrival

is only included in the offered waiting time process if V n(ti) ≤ Cn, recalling the definition

for Cn in (75), we find

max
i=1,...,An(t)

V n(ti) ≤
C√
n

+ max
i=1,...,An(t)

vi

n
. (213)

From (213), the fact that the vi’s are non-negative random variables, the definition of δn in

(129), and (212)

sup
0≤s≤t

√
nδn(s) = max

i=1,...,An(t)

[
Ṽ n(ti)− C

]+
≤ max

i=1,...,An(t)

vi√
n
. (214)

Since
√
nδn is a non-negative process, n−1An → e as n → ∞, almost surely, uniformly on

compact sets, and Lemma 3.3 in Iglehart and Whitt [20] establishes maxi=1,...,nt n
−1/2vi ⇒ 0

as n→∞, the random time change theorem and (214) imply

√
nδn ⇒ 0,

as n→∞. �

It is useful for the proof of Lemma 3.4.6 to observe that

(Vn, In,Un) = (φCn , ψ1,Cn , ψ2,Cn) (χn − δn) , (215)

where

χn(t) =
1
n
An(t)− ρnt+ Sn (An(t)) + t (ρn − 1) (216)

−Sn
a (An(t))− 1

n

An(t)∑
j=1

1
{
V n(tn,−

j ) ≥ an
j ∩ Ṽ n

(
tn,−
j

)
< C

}
,
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and

Un(t) =
1
n

An(t)∑
j=1

1
{
Ṽ n
(
tn,−
j

)
≥ C

}
. (217)

To see (215) is valid, we verify the conditions (C1) and (C2) of Definition 3.3.4 when h is

the zero function.

(C1) From (127) and the fact that the process V n is non-negative, 0 ≤ Vn ≤ Cn. We now

show

Vn = χn − δn + In − Un.

From (93)-(95),

V n(t) = Xn(t) + εnB(t)−
∫ t

0

(∫ V n(s−)∧Cn

0
hn(u)du

)
ds+ In(t)− Un(t)

= Xn(t)− 1
n

∫ t

0
Fn
(
V n(s−)

)
dAn(s) + In(t).

The definitions of Xn in (91) and Ma in (64) then imply

V n(t) =
1
n
An(t)− ρnt+ Sn (An(t))− Sn

a (An(t))

+t (ρn − 1)− 1
n

An(t)∑
j=1

1
{
V n
(
tn,−
j

)
≥ an

j

}
+ In(t).

Since the abandonment times {an
j , j = 0, 1, 2, . . .} are bounded above by

√
nC,

1
{
V n
(
tn,−
j

)
≥ an

j

}
= 1

{
V n
(
tn,−
j

)
≥ an

j ∩ Ṽ n
(
tn,−
j

)
< C

}
+ 1

{
Ṽ n
(
tn,−
j

)
≥ C

}
,

and so

V n(t) = χn(t) + In(t)− Un(t).

From (128), Vn = V n − δn, and so

Vn(t) = χn(t)− δn(t) + In(t)− Un(t).

(C2) The processes In and Un are non-decreasing functions having In(0) = Un(0) = 0, and∫ ∞

0
Vn(t)dIn(t) =

∫ ∞

0
(V n(t) ∧ Cn)1 {V n(t) = 0} = 0,
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and ∫ ∞

0
[Cn − Vn(t)]+ dUn(t)

=
1
n

∫ ∞

0
[Cn − (V n(t) ∧ Cn)]+ d

An(t)∑
j=1

1
{
V n
(
tn,−
j

)
≥ Cn

} = 0.

Proof of Lemma 3.4.6: Because Cn = n−1/2C upper bounds the abandonment times

{an
j , j = 0, 1, 2, . . .},

R
n(t) = n−1

bntc∑
j=1

1{V n
(
tn,−
j

)
≥ an

j ∩ Ṽ n
(
tn,−
j

)
< C}+ n−1

bntc∑
j=1

1{Ṽ n
(
tn,−
j

)
≥ C} (218)

Using the expression for Fn in (76),

E

 sup
0≤t≤T

n−1

bntc∑
j=1

1{V n
(
tn,−
j

)
≥ an

j ∩ Ṽ n
(
tn,−
j

)
< C}


= n−1

bnT c∑
j=1

P
(
V n
(
tn,−
j

)
≥ an

j ∩ Ṽ n
(
tn,−
j

)
< C

)
≤ n−1bnT c

(
1− exp

(
−1√
n

∫ C

0
h(w)dw

))
→ 0,

as n→∞. Convergence in L1 implies convergence in probability, and so

sup
0≤t≤T

n−1

bntc∑
j=1

1
{
V n
(
tn,−
j

)
≥ an

j ∩ Ṽ n
(
tn,−
j

)
< C

}
→ 0, (219)

in probability, as n→∞.

For the second term in (218), we first observe from (79), (81), and (82), and (216) that

√
nχn(t) = Ãn(t) + S̃n

(
A

n(t)
)

+
√
nt (ρn − 1)

−S̃n
a

(
A

n(t)
)
− 1√

n

An(t)∑
j=1

1
{
V n
(
tn,−
j

)
≥ an

j ∩ Ṽ n
(
tn,−
j

)
< C

}
.

Let W be a Brownian motion with drift θ and variance σ2 = var(u1) + var(v1). The almost

sure convergence in (86), the weak convergence in (87), the random time change theorem,

and the heavy traffic assumption in (71) establish the weak convergence of the first three

terms in the above expression for
√
nχn to W . The arguments to show the weak convergence
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of the fourth term to 0 in (206) in the proof of Lemma 3.4.4 remain valid. To see the fifth

term weakly converges to zero, suppose we can show

n−1/2

An(·)∑
j=1

1
{
an

j < C/
√
n
}
⇒
∫ ·

0
h(u)du, (220)

as n → ∞, which implies the process on the left-hand side is tight in D([0,∞),<). Then,

because for each s ≤ t,

An(t)∑
j=An(s)

1
{
V n
(
tn,−
j

)
≥ an

j ∩ Ṽ n
(
tn,−
j

)
< C

}
≤

An(t)∑
j=An(s)

1
{
an

j < C/
√
n
}
,

it follows from Theorem 16.8 in Billingsley (which provides sufficient conditions for tightness

in D([0,∞),<) that 1√
n

An(t)∑
j=1

1
{
V n
(
tn,−
j

)
≥ an

j ∩ Ṽ n
(
tn,−
j

)
< C

}
is tight in D([0,∞),<). Consider any subsequence nk on which

1
√
nk

Ank (·)∑
j=0

1
{
V n
(
tnk,−
j

)
≥ ank

j ∩ Ṽ nk

(
tnk,−
j

)
< C

}
⇒ Ψ,

as nk → ∞. On this subsequence, the two-sided conventional regulator mapping repre-

sentation in (215), the scaling property in part (ii) of Proposition 3.3.6, Lemma 3.4.5, the

continuous mapping theorem, and the continuity of ψ2,C established in Theorem 14.8.1 in

Whitt [54] imply

√
nkUnk = ψ2,C (

√
nkχ

nk − δnk) ⇒ ψ2,C (W + Ψ) ,

as nk →∞, and so

Unk ⇒ 0,

as nk →∞. Since the subsequence nk was arbitrary,

Un ⇒ 0,

as n→∞. Finally, from (218), (219), the random time change theorem, and the fact that

convergence in probability implies weak convergence,

R
n ⇒ 0,
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as n→∞.

Weak Convergence of n−1/2
∑An(·)

j=1 1
{
an

j < C/
√
n
}

:

Consider the centered sum

4n(t) ≡ 1
n

bntc∑
j=1

(√
n1
{
an

j < C/
√
n
}
− E

[√
n1{an

j < C/
√
n}
])

=

 1
n

bntc∑
j=1

√
n1
{
an

j < C/
√
n
}− bntc

n

√
nP (an

1 < C/
√
n).

From the representation for Fn in (76) and L’Hopital’s rule, we have that

√
nP (an

1 < C/
√
n) =

√
n

(
1− exp

(
− 1√

n

∫ C

0
h(u)du

))
→
∫ C

0
h(u)du, (221)

as n→∞, and so

lim
n→∞

bntc
n

√
nP
(
an

1 ≤ C/
√
n
)

= t

∫ C

0
h(u)du.

Therefore, if we can show that 4n(t) → 0 in probability as n → ∞, then it must be true

that for each t ≥ 0,

1
n

bntc∑
j=1

√
n1
{
an

j < C/
√
n
}
→ t

∫ C

0
h(u)du, (222)

in probability, as n→∞. For any t > 0, in order to show that 4n(t) → 0 in probability as

n → ∞, it is sufficient to show that E
[
4n(1)2

]
→ 0. (This is because convergence in L2

implies convergence in probability.) By independence,

E
[
4n(t)2

]
=

1
n

bntc∑
j=1

E
[
(1
{
an

j < C/
√
n
}
− E

[
1
{
an

j < C/
√
n
}]

)2
]

≤ 2
n

bntc∑
j=1

E
[
1
{
an

j < C/
√
n
}]

= 2
bntc
n

P
(
an

j < C/
√
n
)

→ 0,
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as n→∞ by (221), and so (222) is valid.

The limit point on the right-hand side of (222) is deterministic, and convergence in

probability implies weak convergence. Repeated application of Theorem 3.9 in Billingsley [4]

then implies that the finite dimensional distributions weakly converge. If we can argue the

process on the left-hand side of (222) is tight, then we can conclude the process level

convergence n−1/2

bn·c∑
j=1

1
{
an

j < C/
√
n
}⇒

∫ ·

0
h(u)du

as n → ∞ is valid. The random time change theorem and (86) then imply that the weak

convergence in (220) is valid, completing the proof.

We verify conditions (16.17) and (16.18) of Theorem 16.8 in Billingsley [4] to show that

the process n−1/2

An(·)∑
j=1

1
{
an

j < C/
√
n
}

is tight in D([0,∞),<).

(B16.17) For each a > T
∫ C
0 h(u)du, from (222)

P

 sup
0≤t≤T

∣∣∣∣∣∣ 1n
bntc∑
j=1

√
n1
{
an

j < C/
√
n
}∣∣∣∣∣∣ > a

 = P

 1
n

bnT c∑
j=1

√
n1
{
an

j < C/
√
n
}
> a

 → 0,

as n→∞.

(B16.18) First note that

w
′
T

 1
n

bn·c∑
j=1

√
n1
{
an

j < C/
√
n
}
, δ


≤ max

i∈{0,...,bT/δc+1}

 1
n

bnδ(i+1)c∑
j=0

√
n1
{
an

j < C/
√
n
}
− 1
n

bnδic∑
j=0

√
n1
{
an

j < C/
√
n
}

⇒ δ

∫ C

0
h(u)du as n→∞.

The above weak convergence follows by the convergence of the finite dimensional

distributions and the continuous mapping theorem. Thus, since convergence in distri-

bution to a constant implies convergence in probability as well, we have that for each

109



ε > 0,

lim
δ→0

lim
n→∞

P

w′
T

 1
n

bn·c∑
j=1

√
n1
{
an

j < C/
√
n
}
, δ

 > ε

 = 0,

as n→∞.

�

Proof of Lemma 3.4.7: Since Rn ⇒ 0 as n → ∞ under Assumption 2 by Lemma 3.4.6,

the arguments to prove Lemma 3.4.3 remain valid. �

Proof of Lemma 3.4.8: By the representation of Ṽn in (132) and the continuous map-

ping theorem, it is sufficient to show the sequences
{
X̃n
}
,
{
δ̃n
}
, and {ε̃nB} are tight in

D ([0,∞),<). The sequence {X̃n} is tight in D([0,∞),<) by the same arguments as in the

proof of Lemma 3.4.4. Lemma 3.4.5 establishes the sequence {δ̃n} is tight in D([0,∞),<).

The following argument shows the sequence {ε̃nB} is tight in D([0,∞),<). The evolution

equation for ε̃nB in (139) is exactly that for ε̃n in (124), with Ṽn replacing Ṽ n. Therefore,

almost the same arguments as in Lemma 3.4.4 can be used to show ε̃nB satisfies conditions

(16.17) and (16.18) in Theorem 16.8 in Billingsley [4] (given in (B16.17) and (B16.18) in

the proof of Lemma 3.4.4 in terms of ε̃n), which establishes {ε̃nB} is tight in D([0,∞),<).

The difference is a simplification: the choice of large K in (208) is not necessary because

from the definitions of Cn in (75), Vn in (127), and Ṽn in (132),

Ṽn(t) ≤ C for all t ≥ 0.

�

Proof of Lemma 3.5.1: We first prove Lemma 3.5.1 under Assumption 1 and then under

Assumption 2.

Proof under Assumption 1: First observe from the definitions of Ma and M̃n
a in (64)

and (84) that

n−1/2

An(t)∑
i=An◦an(t)

1
{
V n
(
tn,−
i

)
≥ an

i

}

= M̃n
a

(
A

n(t)
)
− M̃n

a

(
A

n(an(t))
)

+ n−1/2

An(t)∑
i=An(an(t))

Fn
(
V n(tn,−

i )
)
.
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Lemma 3.4.3, the convergence of An to the identity process in (86), the fact that an(t) ≤ t

for all t ≥ 0, and the random time change theorem show

M̃n
a ◦A

n − M̃n
a ◦A

n ◦ an ⇒ 0, (223)

as n → ∞. Therefore, to show the stated result under Assumption 1, it remains to show

that

n−1/2

An(t)∑
i=An(an(t))

Fn
(
V n(tn,−

i )
)
⇒ 0, (224)

as n→∞.

To show (224), it is sufficient to show that for any γ, δ, T > 0,

P

 sup
0≤t≤T

n−1/2

An(t)∑
i=An(an(t))

Fn
(
V n(tn,−

i )
)
> γ

 < δ. (225)

For any δ > 0, from (199) and the convergence of An in (86), we can choose K large enough

so that

P

(
max

j=1,...,bnA
n
(t)c

Ṽ n
(
tn,−
j

)
≥ K

)
<
δ

2
,

and so

P

 sup
0≤t≤T

n−1/2

An(t)∑
i=An(an(t))

Fn
(
V n(tn,−

i )
)
> γ

 (226)

<
δ

2
+ P

 sup
0≤t≤T

n−1/2

An(t)∑
i=An(an(t))

Fn
(
V n(tn,−

i )
)
> γ ∩ max

j=1,...,bnA
n
(t)c

Ṽ n(tn,−
j ) < K


≤ δ

2
+ P

(
sup

0≤t≤T
(An(t)−An(an(t)))n−1/2Fn

(
K√
n

)
> γ

)

≤ δ

2
+ P

(
sup

0≤t≤T

(
Ãn(t)− Ãn(an(t))

)
Fn

(
K√
n

)
+ ρn(t− an(t))

√
nFn

(
K√
n

)
> γ

)
.

From the definition of Fn in (74) and L’Hopital’s rule,

√
nFn

(
K√
n

)
=
√
n

(
1− exp

(
− 1√

n

∫ K

0
h(w)dw

))
→
∫ K

0
h(w)dw,

as n → ∞. The function h is continuous, and so sup0≤w≤K |h(w)| < ∞. Furthermore,

Ãn converges to a continuous limit process. Therefore, the weak convergence of an to the

identity process e in (141) implies(
Ãn − Ãn ◦ an

)
Fn

(
K√
n

)
+ ρn (e− an)

√
nFn

(
K√
n

)
⇒ 0,
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as n→∞. Since weak convergence to a constant is equivalent to convergence in probability,

we can choose n large enough so that

P

(
sup

0≤t≤T

(
Ãn(t)− Ãn(an(t))

)
Fn

(
K√
n

)
+ ρn(t− an(t))

√
nFn

(
K√
n

)
> γ

)
<
δ

2
,

which, from (226) implies (225) is valid, and completes the proof under Assumption 1.

Proof under Assumption 2: Define

Un
A(i) ≡ 1

n

i∑
j=1

1
{
V n
(
tn,−
j

)
≥ Cn

}
Ũn

A(t) ≡
√
nUn

A(bntc)

Mn(i) ≡
i∑

j=1

(1
{
V n
(
tn,−
j

)
≥ an

j ∩ V n
(
tn,−
j

)
< Cn

}
−E

[
1
{
V n
(
tn,−
j

)
≥ an

j ∩ V n
(
tn,−
j

)
< Cn

}
|Fj−1

]
)

M̃n(t) ≡ 1√
n
Mn (bntc) ,

and observe that

n−1/2

An(t)∑
i=An◦an(t)

1
{
V n
(
tn,−
i

)
≥ an

i

}
(227)

= n−1/2

An(t)∑
i=An◦an(t)

1
{
V n
(
tn,−
i

)
≥ an

i ∩ V n(tn,−
i ) ≥ Cn

}

+n−1/2

An(t)∑
i=An◦an(t)

1
{
V n
(
tn,−
i

)
≥ an

i ∩ V n(tn,−
i ) < Cn

}

= n−1/2

An(t)∑
i=An◦an(t)

1
{
V n(tn,−

i ) ≥ Cn
}

+ n−1/2

An(t)∑
i=An◦an(t)

1
{
V n
(
tn,−
i

)
≥ an

i ∩ V n(tn,−
i ) < Cn

}
= M̃n ◦An(t)− M̃n ◦An ◦ an(t) + Ũn

A ◦A
n(t)− Ũn

A ◦A
n ◦ an(t)

+n−1/2

An(t)∑
i=An◦an(t)

E
[
1
{
V n
(
tn,−
j

)
≥ an

j ∩ V n
(
tn,−
j

)
< Cn

}
|Fj−1

]
.

We show each of the three terms on the right-hand side of (227) weakly converges to 0 as

n→∞.

Arguments identical to those in the proof of Lemma 3.4.3 show that for any t > 0

P

(
max

i=1,...,bntc
|Mn(i)| > ε

√
n

)
≤ 2
ε2n

bntc∑
j=1

E
[
1
{
V n
(
tn,−
j

)
≥ an

j ∩ V n
(
tn,−
j

)
< Cn

}
|Fj−1

]
.

(228)
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Since from the expression for Fn in (76), recalling that Cn = n−1/2C from (75),

E
[
1
{
V n
(
tn,−
j

)
≥ an

j ∩ V n
(
tn,−
j

)
< Cn

}
|Fj−1

]
≤ 1− exp

(
− 1√

n

∫ C

0
h(w)dw

)
→ 0,

as n→∞, (228) implies

P
(
maxi=1,...,bntc|Mn(i)| > ε

√
n
)
→ 0,

as n→∞, and so,

M̃n ⇒ 0,

as n → ∞. The almost sure convergence of An in (86) and the weak convergence of an in

(141) then imply

M̃n ◦An − M̃n ◦An ◦ an ⇒ 0, (229)

as n → ∞. Next, because Ũn
A

(
A

n(t)
)

= (bn)−1 Ũn(t) (recalling the definitions of Un and

Ũn in (93) and (134)), bn → 1 as n→∞, and An → e almost surely, uniformly on compact

sets, as n→∞, part (ii) of Theorem 3.4.1 and the random time change theorem establish

Ũn
A ⇒ ψh

2,C (W ) ,

as n → ∞, where W is a Brownian motion as defined in Theorem 3.4.1. Thus, since

ψh
2,C (W ) is almost surely a continuos process, this then implies by (141) and the fact that

A
n → e as n→∞, that

Ũn
A ◦A

n − Ũn
A ◦A

n ◦ an ⇒ 0, (230)

as n→∞. Finally, for the last term on the right-hand side of (227), again using (76),

n−1/2

An(t)∑
i=An◦an(t)

E
[
1
{
V n
(
tn,−
j

)
≥ an

j ∩ V n
(
tn,−
j

)
< Cn

}
|Fj−1

]
(231)

≤
(
A

n(t)−A
n ◦ an(t)

)√
n

(
1− exp

(
−1√
n

∫ C

0
h(w)dw

))
→ 0,

as n→∞, because an ⇒ e as n→∞ from (141) and

√
n

(
1− exp

(
−1√
n

∫ C

0
h(w)dw

))
→
∫ C

0
h(w)dw <∞,
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as n→∞. We conclude from (227), (229), (230), and (231) that

n−1/2

An(·)∑
i=An◦an(·)

1
{
V n
(
tn,−
i

)
≥ an

i

}
⇒ 0,

as n → ∞, also using (141) and the fact that An → e as n → ∞, almost surely, uniformly

on compact sets. �

Proof of Lemma 3.5.4: For each x ∈ <, let Px be a probability measure such that

the Brownian motion W has initial position W (0) = x. We first argue that for 0 ≤ x ≤

C, Px

(
TC

0 <∞
)

= 1. Define

T̃C
0 ≡ inf{t ≥ 0 : φC(W )(t) = 0},

and observe that

Px

(
T̃C

0 <∞
)

= 1 (232)

by Problem 7 in Chapter 5 in Harrison [17]. From (109), for any x ∈ D([0,∞),<),

x(t) = Mh
C(x)(t) +

∫ t

0

(∫ φC(Mh(x))(s)

0
h(u)du

)
ds

is written as the sum of Mh
C(x) and a non-decreasing function. Then, Theorem 1.6 in [29]

establishes

φC

(
Mh

C(x)
)
≤ φC(x)

for any x ∈ D ([0,∞),<). We conclude TC
0 ≤ T̃C

0 on every sample path, which from (232)

implies Px

(
TC

0 <∞
)

= 1.

To see Px (T0 <∞) = 1 for all x ≥ 0, first observe that for

A ≡ σ2

2
d2

dx2
+ (θ −H(x))

d

dx
,

the function

uε
n(x) = 1−

∫ x
ε exp

(
2
σ2

∫ y
0 (H(z)− θ) dz

)
dy∫ n

ε exp
(

2
σ2

∫ y
0 (H(z)− θ) dz

)
dy

(233)

solves the ordinary differential equation

(Auε
n) (x) = 0, ε ≤ x ≤ n, (234)
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with boundary conditions

uε
n(ε) = 1, uε

n(n) = 0. (235)

Next consider the diffusion

Z(t) = −
∫ t

0
H (Z(s)) ds+W (t),

and observe that if

Tε ≡ inf
{
t ≥ 0 : φh(W )(t) ≤ ε

}
Tn ≡ inf

{
t ≥ 0 : φh(W )(t) ≥ n

}
T z

ε ≡ inf {t ≥ 0 : Z(t) ≤ ε}

T z
n ≡ inf {t ≥ 0 : Z(t) ≥ n} ,

then for ε < x < n,

P (Tε < Tn|W (0) = x) = Px (T z
ε < T z

n |W (0) = x) , (236)

because for 0 ≤ t < T z
ε ∧ T z

n , Z(t) ∈ (ε, n), and so φh(W )(t) = Z(t). Let ũε
n be a bounded,

twice continuously differentiable function such that

ũε
n(x) = uε

n(x) for all ε ≤ x ≤ n,

and having bounded first derivative. Ito’s formula establishes

dũε
n (Z(t)) dt = (Aũε

n) (Z(t)) dt+ ũε′
n (Z(t))σdW (t). (237)

Our assumption that ũε′
n is bounded is a sufficient condition for the stochastic integral in

(237) to be a martingale. Applying the optional stopping theorem to the bounded stopping

time t ∧ T z
ε ∧ T z

n and using the fact that (Aũε
n) (Z(t)) = 0 for 0 ≤ t < T z

ε ∧ T z
n from (234),

we find

ũε
n(x) = E [ũε

n (Z (t ∧ T z
ε ∧ T z

n)) |W (0) = x] . (238)

The exit time of a one-dimensional diffusion from a compact subinterval of < is finite with

probability 1. (See Section 5 in [23].) Therefore, taking the limit as t → ∞ in (238) and

using the bounded convergence theorem shows

ũε
n(x) = Ex [ũε

n (Z (T z
ε ∧ T z

n))] .
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The boundary conditions in (235) and the equality in (236) then imply

ũε
n(x) = Px (T z

ε < T z
n) = Px (Tε < Tn) . (239)

Since the diffusion φh(W ) has continuous paths almost surely,

lim
n→∞

lim
ε↓0

Px (Tε < Tn) = Px (T0 <∞) . (240)

Furthermore, for any x ≥ 0, from the expression for uε
n in (233),

lim
n→∞

lim
ε↓0

ũε
n(x) = 1, (241)

because ∫ n

0
exp

(
2
σ2

∫ y

0
(H(z)− θ) dz

)
dy →∞,

as n → ∞, under the assumption that limz→∞H(z) > θ. We conclude from (239), (240),

and (241) that

1 = Px (T0 <∞) .

�
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