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This monograph is a follow up to the recently published book [30], where
additional technical details and proofs can be found. Hospitality of the
Center for Operations Research and Econometrics (CORE) of Université
Catholique de Louvain is greatly appreciated and acknowledged.

1 Introduction

In the last decade a considerable progress was made in the area of stochastic pro-
gramming. At the same time an alternative and competing approach to optimization
under uncertainty was developed in terms of Robust Optimization. One of the crit-
icisms of stochastic programming is that in many applications the basic assumption
of knowing, or even accurately estimating, the probability distribution of the uncer-
tain data is unrealistic. Moreover, quite often the classical concept of probability
distribution, based on the frequency approach, is not applicable — uncertainty does
not necessarily mean randomness. On the other hand, the worst case approach of
Robust Optimization could be too conservative. This motivated a renewed interest
in a minimax approach to stochastic programming where one can identify a relevant
family of probability distributions and consequently tries to solve the obtained worst
probability stochastic programming problem. By duality techniques in some cases
the minimax approach can be represented in terms of a risk averse stochastic pro-
gramming. We will discuss this in various parts of this monograph, specifically for
two stage problems in sections 2.4 and 2.5 and for multistage problems in section 3.4.

Another progress is related to development of Monte Carlo based randomization
methods for solving stochastic programs and the associated complexity theory. For
a long time approaches to modeling and solving stochastic programming problems
were dominated by scenario generation methods. That is a finite, computationally
manageable, number of scenarios, i.e., realizations of the data process with assigned
probabilities, was generated and consequently the constructed optimization problem
was solved by decomposition type methods. An argument is that considering many
scenarios is certainly better than solving the problem for just one scenario which
would be a deterministic optimization approach.

If one takes the position that generated scenarios represent reality in a reason-
ably accurate way, then there is no dramatic difference between two and multistage
stochastic programming. FEverybody would agree, however, that what will really
happen in the future will be different with probability one from the set of gener-
ated scenarios. This raises the question of what does it mean to solve a stochastic
programming problem? In that respect we may cite [3, p.413]: “.. it is absolutely
unclear what the resulting solution [of a scenario based approzimation of a multistage



stochastic program/ has to do with the problem we intend to solve. Strictly speaking,
we even cannot treat this solution as a candidate solution, bad or good alike, to the
original problem — the decision rules we end up with simply do not say what our de-
cisions should be when the actual realizations of the uncertain data differ from the
scenario realizations.”

Of course, one can utilize only the computed first stage solution, which is determin-
istic, while recomputing (updating) it at every stage as a new information (realization
of the uncertain data) becomes available. In such a rolling horizon approach one has
to decide on how many stages to look ahead. From a computational point of view
looking one stage ahead, i.e., solving two-stage problems, could be reasonably justi-
fied by employing Monte Carlo sampling randomization techniques. From the point
of view of a number of (randomly generated) scenarios, computational complexity of
two-stage stochastic programming problems is discussed in detail in [30, Chapter 5].
The conclusion is that certain classes of two-stage stochastic programming problems
(in particular, linear two-stage stochastic programs with relatively complete recourse)
can be solved with reasonable accuracy and reasonable computational effort.

From that point of view the number of scenarios, of the “true” problem, is irrele-
vant and can be astronomically large or even infinite. On the other hand, it turns out
that computational complexity of multistage stochastic programming problems, mea-
sured in terms of required number of generated scenarios, is conceptually different.
This gives a motivation for looking for other than scenario generation methods for
solving in some reasonable sense multistage stochastic programming problems. One
possible approach is to approximate dynamic programming equations. In section 5.2
we discuss one such method. Another approach is to construct a parameterized family
of implementable policies. We will shortly discuss this in section 5.3.

2 Two Stage Problems

2.1 General Formulation

We consider the following robust formulation of stochastic problems

Nig { £0) = sup ol ) | 2.1)

TEX PemMm

Here X C R" is a nonempty set, F': R” x Z — R is an extended' real valued function
and 9 is a set of probability measures (distributions) on the set = C R?. We assume

By R=RU {+0c} U{—oc} we denote the extended real line.



that the set = is closed and is equipped with its Borel sigma algebra. The expectation
Ep[F(z,£)] is taken with respect to the probability distribution P of random vector
&¢. We assume that for every x € X and P € 91 this expectation is well defined. We
use the same notation £ for random vector and its particular realization, which of
these two meaning is used will be clear from the context. If 9t = { P} is a singleton,
i.e., the set 91 consists of single probability measure P, then (2.1) becomes

Min { £(x) := Ep[F(z,€)]}, (2:2)
which is a standard formulation of a stochastic programming problem.

The set = can be viewed as a set of possible realizations (called scenarios) of the
random (uncertain) data vector £. If the set = = {1, ..., £k } is finite, we say that the
problem has a finite number of scenarios. Then every probability measure P on = is
defined by probabilities p; > 0, p; + ... + px = 1, and Ep[F(z,§)] = Zfilpz’F(l’,&)-

The above formulation is static in the sense that the objective function F'(x,¢)

is supposed to be given explicitly in a computable form. In two stage problems it is
given as the optimal value of the corresponding second stage problem

Min g(x,y, &), 2.3

yeg(wg( y,€) (2.3)

where g : R" x R™ x = — R and G : R" x = = R™ is a multifunction (point-to-set

mapping). For example, linear two-stage problem can be formulated in the above
form as

Min c'z + E[Q(x,&)] subject to Ax =b, z > 0, (2.4)

rER?

where Q(x, &) is the optimal value of the problem

M>i(1)q q"y subject to Tz + Wy = h. (2.5)
y>

Here data vector & consists of elements of vectors ¢ and h and matrices T and W, the
functions F(z,€) := c'x + Q(x,€) and g(x,y,€) := ¢"y and the multifunction

G(z,&) ={yeR" : Te+ Wy =h, y > 0}. (2.6)

The class of linear two-stage problems is especially important and we will discuss it
in more details.

In principle it could happen that for some x € X and £ € = the minimization
problem (2.3) is unbounded from below and hence its optimal value F(z,§) = —oo.
This is a somewhat pathological situation meaning that for the first stage decision x
the cost of the second stage problem could be arbitrary small. We assume that one
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makes sure at the modeling stage that this does not happen. For example, the dual
of the linear programming problem (2.5) is

M;lX 7' (h — Tx) subject to W'r < ¢, (2.7)
and hence Q(z,§) > —oo if (and in fact only if provided the problem (2.5) is feasible)
the system WTr < g has a feasible solution.

It also could happen that for some z € X and £ € = the feasible set of problem
(2.3) is empty, i.e., G(z,£) = (. In that case, by the definition, the optimal value
of problem (2.3) F(x,§) = 4o00. If for some P € 9t this happens with a positive
probability, then of course Ep[F(x,§)] = +oo. We say that the two stage problem
has relatively complete recourse * if G(x,&) # 0 for all ¥ € X and € € Z. Tt is
straightforward to see that the linear second stage problem (2.5) is feasible, i.e.,
Q(x, &) < 400, if and only if

h —Tx € pos W, (2.8)

where

posW :={u:u=Wy, y >0} (2.9)

is the positive hull of matrix W. If the number of scenarios is finite and not too large,
then for any given x € X it could be possible to verify with a reasonable computational
effort whether the feasible set G(z, &) of the second stage problem is nonempty for
every ¢ € =. The situation is different if £ has a continuous distribution. If for a given
r € X and P € 9 the probability of the event G(z,&) = 0 is very small, say 1079,
then we may never see that happens by generating a finite number of realizations
(scenarios) of the random vector. On the other hand, if this probability is positive,
does not matter how small, then we set Ep[F(z, )] = +o0, i.e., such point z will be
infeasible for the first stage problem. This motivates the discussion of the following
section 2.2.

2.1.1 Interchangeability of Minimization and Expectation Operators

Consider an abstract set €2 and let F be a sigma algebra of subsets of 2. We refer to
(Q, F) as a measurable space. If, moreover, a probability measure (distribution) P is
defined on (92, F), then (2, F, P) becomes a probability space. Of course, a closed set
= C R? equipped with its Borel sigma algebra becomes a measurable space and for
considered applications it could be sufficient to consider such spaces only. However,
this is not essential at this point.

2If M = {P} is a singleton, then the relatively complete recourse is often defined as that for
all z € X the corresponding second stage problem is feasible for P-almost every realization of the
random data.



Let (2, F,P) be a probability space. It is said that a linear space ) of F-
measurable functions (mappings) ¢ :  — R™ is decomposable if for every ¢ € ) and
A € F, and every bounded and F-measurable function v :  — R™, the space )
also contains the function 7(-) := Lo\a(-)9(-) +14(-)¥(:). For example, for p € [1, 00)
the space of measurable mappings 1 : © — R such that [, [|¢[[?dP < 400, denoted
L,(2, F, P;R™), is decomposable. Recall that an extended real valued function g :
R™ x Q — R is said to be random lower semicontinuous if the associated epigraphical
multifunction w — epig(-,w) is closed valued and measurable. Proof of the following
theorem can be found in [21, Theorem 14.60].

Theorem 2.1 Let Q) be a decomposable space and g : R™ x Q — R be a random
lower semicontinuous function. Then

E [ inf g(y,w)} = inf E[g(y(w),w)], (2.10)

yeR™ y(1)€Y

provided that the right hand side of (2.10) is less than +o00. Moreover, if the common
value of both sides in (2.10) is not —oo, then y(-) € argmin,.yeq E[g(y(w),w)] if and
only if

y(w) € arggglﬂi%%g(y,w), for a.e. w € Q, and y(-) € 9. (2.11)

The notation y(-) in the above theorem emphasizes that y(-) is considered as an
element of the functional space ), while y € R™ is an m-dimensional vector.

2.2 Decision Rules

In this section we assume that the probability distribution of random vector & is
(uniquely) specified, i.e., 9 = {P} is a singleton, and all probability statements
will be made with respect to the probability measure (distribution) P. By using
interchangeability of minimization and expectation operators (see Theorem 2.1), the
two-stage problem (2.1)—(2.3) can be written as one large problem

Min - Elg(z,y(£),¢)]
st. xe X,y €g(x,€ ae €=

Here the optimization is performed over # € R™ and functions y(-) : & — R™ belong-
ing to a specified (decomposable) functional space ) (cf., [30, Theorem 2.20]). If the
number of scenarios = = {1, ..., {k } is finite, we can identify functions y(-) with the
set of vectors y; = y(&;), i = 1,..., K, and hence write problem (2.12) as

Min 32 pig(e, yi, &)

A (2.13)
st. reX, y€G(x,&),i=1,....K.

(2.12)
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In case of continuous distribution P, when the number of scenarios is infinite,
problem (2.12) becomes an infinite dimensional problem. A particular function y(-) €
9) is called a policy or a decision rule. For a given x € X a decision rule y(-), satisfying
the feasibility constraints y(§) € G(z,€) for a.e. & € E, specifies the corresponding
second stage decision for every possible realization of the random data. We can
restrict the optimization in (2.12) to a chosen parametric family of decisions y(-) =
(-, 0) parameterized by finite dimensional vector § € R*. This leads to the following
restriction of problem (2.12)

MianE[g(x,gj(&@),ﬁ)] subject to x € X, 0 € O(x), (2.14)

where
O(z) := {Q e R*: 5(£,0) € G(x,6), ae £ € E} )

Of course the optimal value of problem (2.14) is greater than or equal to the optimal
value of problem (2.12) and equality holds if the considered parameterization contains
an optimal solution of the problem (2.12), i.e., for an optimal solution & of the first
stage problem and some * € R it holds that § = 7(&,6*) is an optimal solution of
the second stage problem (2.3) for z = z and a.e. £ € E.

Example 1 Consider the linear two-stage stochastic problem (2.4)—(2.5). Assume
that the m x 1 vector ¢ and ¢ x m matrix W are deterministic (not random), i.e.,
the recourse is fixed, while elements of T" and h form random vector &, and that
the feasible set {m : WTr < ¢} of the dual problem (2.7) is nonempty and hence
Q(z,&) > —oco for all x and €. Let us discuss what will be optimal policies for such
linear two-stage problems.

Let us fix a point x € X and consider (random ) vector u := h — Tz. We have
that y and 7 are optimal solutions of problems (2.5) and (2.7), respectively, iff

Wy=u,y>0 Wir—q¢<0, y"(W'r—q)=0. (2.15)

It follows from (2.15) that the set of optimal solutions of (2.5) is unbounded iff the
feasible sets of problems (2.5) and (2.7) are nonempty, and hence (2.5) has an optimal
solution, and the system Wy = 0, ¢"y = 0, y > 0, has a nonzero solution. In any case,
since the cone R’} does not contain linear spaces (except the trivial space consisting
of the null vector), it follows that the set of optimal solutions of problem (2.5) does
not contain linear spaces. Consequently if the optimal value of problem (2.5) is finite,
then it attains its optimal value at an extreme point of its feasible set (of course,
if (2.5) has more than one optimal solution, then some of them will be not extreme
points of the feasible set).



Denote by O(u) the set of optimal solutions of problem
M>1£1 q"y subject to Wy = u. (2.16)
y>

Then, of course, O(h — Tx) is the set of optimal solutions of problem (2.5). The
linear programming problem (2.16) has an optimal solution provided its optimal value
is finite. Since we assume here that the dual of (2.16) is feasible, and hence the
optimal value of (2.16) is greater than —oo, it follows that the domain dom © := {u :
O(u) # 0} of the point-to-set mapping (multifunction) O(-) coincides with such u
that problem (2.16) has a feasible solution, that is

dom O = pos W,

and hence dom 9 is a closed polyhedral cone.
By Hoffman’s lemma we have that that the multifunction 9(-) is Lipschitz con-

tinuous in the following sense: there is a constant k > 0, depending only on matrix
W, such that

dist(y, O(u')) < kllu — /||, Vu,u’ € domO, Vy € O(u).

In other words ©(-) is Lipschitz continuous on its domain with respect to the Hausdorff
metric.

Assume that the ¢ x m matrix W has rank /, i.e., rows of W are linearly indepen-
dent. For an index set Z C {1,...,m} denote by Wz the submatrix of W formed by
columns of W indexed by Z and by yz the subvector of y formed by components y;,
1 € Z. By the well known result of linear programming we have that a feasible point y
is an extreme point (basic solution) of the feasible set of problem (2.16) iff there exists
an index set Z C {1,...,m} of cardinality ¢ such that the matrix W7 is nonsingular
and y; = 0 for ¢ € {1,...,m} \ Z. We also have that extreme points of the optimal
set O(u) are extreme points of the feasible set. Therefore if the optimal set O(u) is
nonempty, then it has an extreme point § = y(u) and an index set Z = Z(u) such
that Wzyr = w and g; = 0 for ¢ € {1,...,m} \ Z. This can be written as y(u) = Rzu,
where Ry is m x ¢ matrix with the rows [Rz]; = [W;']; for i € Z and [Rz]; = 0 for
ie{l,...m}\Z.

If for some u the optimal set O(u) = {gy} is a singleton, then g(u) is continuous at
u for any choice of g(u) € O(u). In any case it is possible to choose an extreme point
g(u) € O(u) such that y(u) is continuous on dom 9. Indeed, it is possible to choose a
vector a € R™ such that a'y has unique minimizer over y € O(u) for all u € dom O.
This minimizer is an extreme point of O(u) and is continuous in u € dom . So we
can choose a continuous policy y(u), u € dom 9, and a finite collection J of index
sets Z C {1,...,m}, of cardinality ¢, such that g(u) = Rzu for some Z =Z(u) € J. In
summary we can write (cf., [10]):



e [t follows that under the specified assumptions and if the first stage problem
has an optimal solution Z, then the linear two-stage stochastic problem (2.4)—
(2.5) has an optimal policy given by a continuous piecewise linear function with
pieces of the form y(§) = Rz(h —TZ), h — Tz € pos W.

O

2.2.1 Affine Decision Rules

Consider the linear two-stage stochastic problem with the second stage problem given
in the form

Min 'y st. Te+Wy <h, y>0. (2.17)
yerR™

Of course, it can be transformed into form (2.5) by adding slack variables:

Ming'y s.t. Tx+ W'y = h. (2.18)

y'>0

where® W' = [W, —1I] and ¢/ = ‘Z

We assume now that only the right hand side vector h is random, whose distri-
bution is supported* on set H C R’. By the discussion of Example 1 the considered
two-stage problem has (under mild regularity conditions) a continuous piecewise affine
optimal policy. It could be too difficult to handle piecewise affine policies (decision
rules), so let us consider the following affine decision rule y = Dh + d, where vector
d and matrix D are viewed as parameters defining a particular policy. Then the
feasibility system of the second stage problem (2.5) takes the form

Te+ (WD —-1)h+Wd <0, Dh+d >0, VYh € H. (2.19)

Note that constraints (2.19) are linear in (D, d). Therefore we can write constraints
(2.19) in the following equivalent form® (cf., [3, pp. 11-12])

Ty + max[WD — [ih + Wid <0, i =1,....(,
S

max[—D]lh - dl < 0, 1= ]_, 7£
heH

(2.20)

For some “simple” sets H the maxima in (2.20) can be computed in a closed form.
For example, if H := {h: |h| <1:i=1,..,¢} is a box, then max,cya’h = |a|;

3By I we denote the identity matrix of an appropriate dimension.

4Support of probability distribution of random vector h is the smallest closed set H C R¢ such
that Pr{h € H} = 1.

5 T, denotes i-th row of matrix 7.



for any a € RY. If H := {h : hTQh < 1} is ellipsoid (here Q is a symmetric positive

definite matrix), then
max a'h =+/a"TQ 1a. (2.21)
S

In that case constraints (2.20) become conic quadratic constraints (cf., [3, Example
1.3.3)).
Suppose now that the set H is defined by a finite number of linear constraints

H:={heR™:Vh+r >0} (2.22)
By duality we have that maxyey[W D — I];h is equal to the optimal value of problem

Min7TA subject to VIA+ [WD — I]] =0, (2.23)

A>0
and maxpep[—D];h to the optimal value of the problem

M>1%)l rTu subject to VTy — D] = 0. (2.24)
p>

Therefore system (2.19) is equivalent to

Tix+r " A+W;d <0, VIN+[WD-1]] =0, i=1,...4, A>0,

rTu<0, Viu—D] =0, i=1,...¢, w > 0. (2.25)

It follows that for the considered affine decision rule the corresponding (restricted)
problem can be written as the following linear programming problem

Mi T T(Dn+d
Min c'z+q' (Dn+d)

s.t. Ar =10, x >0,
VIN+[WD —-1]T =0, i=1,.... ¢,
Viu—D] =0, i=1,...1,
rTu<0, A>0, u>0,

where 7 := E[A].

2.2.2 Robust Formulation

Consider the following robust formulation of the first stage problem

TEX

Min {ch + max Q(x, h)} , (2.27)
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with the second stage problem in the form (2.17). The above problem (2.27) can be
formulated as

in ¢ 1. < : :
xel\/élz{IERC r+uv st.Qx,h) <v, he H (2.28)
The dual of problem (2.17) is the problem
M%WWTW—MSLq+WﬂW2Q (2.29)

So Q(z, h) is equal to the optimal value of problem (2.29) as well. Therefore we can
write problem (2.28) as

Min cr+w
zeX, veER,7>0
s.t. 7 (Tz —h) <wv, heH, (2.30)
qg+WTr >0.

Note that since H is a bounded polyhedral set, it is sufficient to verify constraints

71 (Tz—h) <wv, h € H, at vertexes of H. Therefore problem (2.28) can be formulated

as a linear programming problem as follows. Let hy, k = 1, ..., K, be vertexes of H.
Then (2.28) is equivalent to

in_c' £ < =1,.., K. :

mel\Qé[,quleRc r+v st Qx,hy) <v, k=1,..,K (2.31)

The constraint Q(x, hy) < v means that there exists y, > 0 such that Tz + Wy, < hy

and ¢"y, < v. Therefore problem (2.31) can be formulated as the following large

linear program
Min c'r+v
T,V,Y1,-- YK
gy <v, Yy >0, k=1,.. K,
TZE—FWyk < hk, k= 1,...,K.

Problem (2.27), although convex, could be difficult to solve. In formulation (2.30)
the constraint 77 (Tx —h) < v is not convex, and in formulation (2.32) the number of
vertexes can increase exponentially with increase of the dimension of h. Using affine
decision rule y = Dh + d we can write the following approximation of problem (2.28)

Min c'z+wv
z,v,D,d
st. Ar=0b, x>0,
¢"(Dh+d) <wv, heH, (2.33)
Dh+d>0, he™H,
Tx+W(Dh+d)<h, he™H.

Since the set H is polyhedral, the constraints of the above problem involving vector
h can be treated in the same way as in section 2.2.1 (compare with (2.19)-(2.26)).

10



2.3 The SAA Method

Consider the linear two-stage stochastic problem (2.4)—(2.5). As in section 2.2.1 as-
sume that only the right hand side vector A is random, with distribution P supported
on set H C RY. We have that for a given first stage decision z the second stage
problem (2.5) has a feasible solution iff h — Tz € C, where C' := pos W. Denote

H(z)={heH :h—Tx ¢ C} and p(x) :=Pr{H(z)}, (2.34)

i.e., p(x) is the probability of the event that the feasible set of the second stage
problem is empty. Recall that it is said that the recourse is relatively complete, if
p(z) =0 for every x € X.

Note that C' is a closed convex polyhedral cone. Therefore if h —Tx & C' for some
h € H and x € X, then b/ — Tx & C for all A’ in a neighborhood of h, and hence
p(z) > 0. Thus we can write problem (2.4) in the form

lg\c/éi}(lc-rm +Q(x) st.h—TzeC, he™H, (2.35)
where Q(z) := E[Q(x, h)] and Q(x, h) is the optimal value of the second stage problem
(2.5). Note that since it was assumed that the feasible set of the dual problem (2.7)
is nonempty, and hence Q(x,h) > —oo, we have that for every feasible x of the above
problem (2.35) the optimal value Q(z, h) is finite for all h € H. We assume that the
expectation Q(z) = E[Q(z, h)] is finite valued for all these feasible x.

We can apply the Sample Average Approximation (SAA) method to the problem
(2.35). That is an iid sample h', ..., hY of random vector h is generated and problem
(2.35) is approximated by

Min c"e + Qu (), (2.36)
where Qy(z) = * Zjvzl Q(z, k7). We can write the above SAA problem (2.36) as
the following linear programming problem

: T 1 N T
Min ¢ :E+sz:1q Y
ZyYLsy--es YN

s.t. Axr=b, z >0, (2.37)
Te+Wy;,=h!, y; >0, j=1,...,N.

Let us make the following observations. Problem (2.36) is equivalent to the fol-
lowing problem

Mi)I(ICT$ + QN(x) st.h —TxeC, j=1,..,N. (2.38)
S
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Unless relatively complete recourse is ensured, it still may happen that there exists
h € H such that T@y — h ¢ C, i.e., the probability p(Zy), that the corresponding
second stage problem is infeasible, is positive. In that case Q(Zy) = +oo and Zy
is not a feasible point of the true problem (2.35), does not matter how small the
probability p(Zy) is. If the probability p(Zy) is small, then one may still be satisfied
with the computed solution. This motivates to introduce chance constraint p(z) < «,
at a chosen significance level « € (0, 1), and to restrict the optimization to such z that
the second stage problem is feasible. This leads to the following “chance constraint”
variant of the two stage problem (2.35):

19\0/2)1{1 c'z 4+ Q(z) subject to p(z) < a, (2.39)
where Q(x) is the expectation of the second stage optimal value conditional on the
event h — Tz € C, i.e.,

Q(z) :=E[Q(z,h)|h — Tz € C] = 1_;]9@) /hem(T o Q(x, h)dP(h).

2.4 Minimax Analysis

In this section we discuss a general theory of minimax problems of the form (2.1).
We assume in this section that the expectation

¢(x, P) := Ep[F(z,)]

is finite for all x € § and P € 9, where S is an open set containing the set X'. In
particular, this implies that F(z,€) is finite valued for a.e. £ € = with respect to
every P € M. The problem (2.1), to which we refer as the primal problem, is

Min {f(:v) := sup o(z, P)} . (2.40)
z€X Pem

Its dual problem is obtained by interchanging the min and max operators:
Max {g(P) = Inf o(z, P)} - (2.41)

Clearly for any (z, P) € X x 9t we have that f(z) > g(P), and hence it follows
that the optimal value of the primal problem (2.40) is greater than or equal to the
optimal value of the dual problem (2.41). The difference between the optimal values
of problems (2.40) and (2.41) is called the duality gap between these two problems.
It is said that there is no duality gap if the optimal values of problems (2.40) and
(2.41) are equal to each other.

12



Definition 2.1 It is said that (z, P) € X x M is a saddle point of problem (2.40) if
¢(z, P) < ¢(z, P) < ¢(z, P), (2.42)

for all (z, P) € X x M.

Equivalently (7, P) € X x 9 is a saddle point iff

T € arg min ¢(x, P) and P € arg rlgleaéfb(x, P). (2.43)
Proof of the following classical result is rather straightforward.

Theorem 2.2 The minimazx problem (2.40) has a saddle point iff there is no duality
gap between problems (2.40) and (2.41) and both problems have optimal solutions. In
the last case the set of saddle points coincides with the direct (Cartesian) product of
the sets of optimal solutions of problems (2.40) and (2.41).

Let us assume now that the set X' is convexr and closed and F(z,£) is conver in
x for every £ € Z. Then the expectation function ¢(x, P) is convex in z, and hence
the max-function f(x) is convex, and thus problem (2.40) is a convex problem. Note
also that the maximum suppeon ¢(z, P) is not changed if the set 91 is replaced by its
convex hull. Therefore we can assume without loss of generality that the set 9 is
convez, i.e., if P, P" € MM, then tP + (1 —t)P" € M for any ¢t € [0,1]. Since ¢(z, P) is
linear in P, it follows that the set

M*(z) := arg max ¢(z, P) (2.44)

is also convex.

Let  be an optimal solution of the primal problem (2.40). Assume that the
function f(x) is finite valued for all  in a neighborhood of z. Then we can write the
following first order optimality conditions

0€df(x)+ Nx(z), (2.45)

where N (Z) denotes the normal cone to the set X at the point T € X and 9f(7)
is the subdifferential of f(z) at © = Z. Recall that we assumed that the function
f(zx) is finite valued for all x near z, and thus by convexity arguments the optimality
conditions (2.44) are necessary and sufficient. Of course, if the function f(z) is finite
valued for all z in a neighborhood of Z, then the functions ¢(x, P), P € I, are
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also finite valued for all x in that neighborhood. Suppose, further, that the following
formula for the subdifferential of the max-function f(-) holds

() = conv {Upem@ 0,0(z, P)} , (2.46)

where conv{A} denotes the convex hull of set A. In particular, (2.46) requires the
set MM (Z), of maximizers of ¢(z, P) over P € M, to be nonempty. We will discuss
conditions ensuring validity of formula (2.46) later.

Formula (2.46) implies that the optimality conditions (2.45) can be formulated as
follows: there exist P, ..., P, € 9" () and nonnegative weights wy, ..., wy summing
up to one such that

k
06> wid,o(z, P) + N(z).

i=1

Moreover, by the Moreau-Rockafellar Theorem we have that
S wid(E, P) = 0, (L, wio(w, P)) .

Also Y1, w;ip(x, P;) = ¢(x, P), where P := S w;P,. Since the set 9*(Z) is

convex, and hence P € 9*(z), it follows that optimality conditions (2.45) can be
written as follows: there exists P € 91*(z) such that

0 € 0,6(Z, P) + Na(Z). (2.47)

By convexity arguments condition (2.47) is necessary and sufficient for the first of the
conditions (2.43). The second of the conditions (2.43) also holds by the definition of
the set 9*(Z). Therefore it follows, under the specified assumptions, that (z, P) is a
saddle point of the problem (2.40).

In order to verify validity of formula (2.46) we need several nontrivial results. In
particular, we need to verify compactness of the set 991 in an appropriate topology.
We use here the weak topology of probability measures defined on the set = C R?
equipped with its Borel sigma algebra, so all topological properties, such as compact-
ness, convergence, continuity, of probability measures on = will be considered with
respect to the weak topology.

The weak topology can be defined by a metric and hence can be described in terms
of convergent sequences. A sequence {P,} of probability measures on = converges, in
the weak topology, to a probability measure P if

lim [ h(z)dP,(z) :/h(z)dp(z) (2.48)

n—oo [= =
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for any bounded continuous function h : = — R. We refer to Billingsley [4] for a
discussion of the involved concepts and results. By Prohorov’s theorem the set 901 is
compact iff M is tight and closed, [4, Section 5]. It is said that 90 is tight if for any
e > 0 there exists a compact set Z C = such that P(Z') > 1 — ¢ for every P € 9.
Recall that a subset of a finite dimensional vector space is compact iff it is bounded
and closed. Therefore, in particular, if the set = is bounded and closed, then M is
compact iff it is closed in the weak topology. Closedness of 9 means that if P, € I
is a sequence of probability measures convergent weakly to a probability measure P,
then P € 9.

Now by the Levin-Valadier Theorem we have that, under the specified assumptions
of convexity, formula (2.46) holds if the set 9t is compact and for every x in a
neighborhood of z the function ¢(z, P) is continuous in P € M. Note that by the
definition of weak convergence we have that if, for a given € &, the function F(z,-)
is bounded and continuous on =, then ¢(x, P) is continuous in P. By summarizing
the above discussion we have the following result (cf., [27]).

Theorem 2.3 Let T be an optimal solution of the primal problem (2.40). Suppose
that: (i) the set X is convex and closed, the set M is convex and F(x,§) is convex in
x for every & € 2, (i) the set M is tight and closed (in the weak topology), (iii) for
every x in a neighborhood of T the function F(x,-) is bounded and continuous on =.
Then there is no duality gap between problems (2.40) and (2.41), both problems have
optimal solutions and the set of saddle points coincides with the direct product of the
sets of optimal solutions of problems (2.40) and (2.41).

Remark 1 Suppose that the set = is compact, i.e., is bounded and closed in R
Then the set 9t is tight and hence condition (ii) holds, provided 9t is closed. Suppose,
further, that F(z, &) is continuous in £ € E for every x € X. Then F(x,-) is bounded
on =, and hence condition (iii) holds. ¢

Also by using conjugate duality it is possible to proof the following sufficient
conditions for the no duality gap property (e.g., [7, Theorem 7.10]).

Theorem 2.4 Suppose that the set X is convex and closed, the set 9 is convex,
F(z,8) is convex in x for every & € =, and the problem (2.40) has a nonempty and
bounded set of optimal solutions. Then there is no duality gap between problems (2.40)
and (2.41)

2.5 Coherent Risk Measures

There is another way to look at robust formulations of stochastic problems. Consider
a probability space (€2, F, P). Recall that a measurable function Z : 2 — R can be
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viewed as a random wvariable. With every random variable Z = Z(w) we associate
a number, denoted p(Z), indicating our preference between possible realizations of
random variables. That is, p(-) is a real valued function defined on a space of mea-
surable functions Z : Q — R. We refer to p(-) as a risk measure. For example, for
a chosen probability measure P we can employ the expected value p(Z) := Ep[Z]
as a risk measure. We assume that “smaller is better”, so eventually we would like
to perform a minimization with respect to a chosen risk measure. The term “risk
measure” is somewhat unfortunate since it could be confused with the concept of
probability measures. However, it became quite standard, so we will use it here.

In the subsequent analysis we equip (£, F) with a probability measure P, to
which we refer as the reference probability measure or reference distribution, and
unless stated otherwise all probabilistic statements will be made with respect to the
reference measure P. Moreover, we have to specify a space of random variables
Z : 0 — R on which a considered risk measure will be defined. In that respect
it is natural to consider spaces L£,(€2, F, P) of random variables Z(w) having finite
p-th order moment, p € [1,00). Note that two random variables Z(w) and Z'(w) are
undistinguishable if Z(w) = Z'(w) for a.e. w € Q (i.e., for all w € ) except on a
set of P-measure zero). Therefore £,(€2, F, P) consists of classes of random variables
Z(w) such that Z(w) and Z'(w) belong to the same class if Z(w) = Z'(w) for a.e.
we N, and E|Z]P = [ |Z(w)[PdP(w) is finite. The space £,(2, F, P) equipped with
the norm || Z|, := ( \Z(w)\”dP(w))l/p becomes a Banach space.

We also consider space L (2, F, P) of essentially bounded functions. That is,
L(€2, F, P) consists of random variables with finite sup-norm ||Z||« := esssup |Z],
where the essential supremum of a random variable Z(w) is defined as

esssup(Z) = inf {sup,,cq Z'(w) : Z'(w) = Z(w) a.e. w € Q}. (2.49)

A set A C L,(Q,F,P) is said to be bounded if there exists constant ¢ > 0 such
that || Z]|, < ¢ for all Z € . Unless stated otherwise we work with the space Z :=
L,(Q, F, P) of random variables for some p € [1,00], and all topological statements
related to the space L£,(Q, F, P) will be made with respect to its strong (norm)
topology.

With each space Z := L,(Q,F,P), p € [1,+00), is associated its dual space
Z* = L(Q,F, P), where ¢ € (1,00] is such that 1/p+ 1/¢ = 1. For Z € Z and
¢ € Z* their scalar product is defined as

(Z,¢) = / Z(w)¢(w)dP(w) = Ep|ZC). (2.50)

Note that for p € (1, 00) the dual of Z* = L,(Q2, F, P) coincides with Z := L£,(€2, F, P),
i.e., the space L£,(Q, F,P) is reflexive. On the other hand the dual of the space
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L (92, F, P) is significantly bigger than the space £1(2, F, P), and the spaces £(Q2, F, P)
and L,,(Q, F, P) are not reflexive. For the space L.(Q2, F, P) it also makes sense to
consider its weak* topology (for reflexive Banach spaces the weak and weak* topolo-
gies coincide). Recall that by Banach-Alaoglu Theorem any bounded and closed in
the weak™ topology subset of Z* is weakly* compact.

Formally, risk measure is a real valued function p : Z — R, where Z := L£,(Q2, F, P)
for some p € [1,00]. It is also possible to consider risk measures taking values
p(Z) = +oo for some Z € Z. However, with virtually every interesting risk measure
is associated in a natural way an £,(€2, F, P) space on which it is finite valued. It was
suggested in Artzner et al [1] that a “good” risk measure should satisfy the following
axioms, and such risk measures were called coherent.

A1) Monotonicity: If Z, 7' € Z and Z = Z', then p(Z) > p(Z").
p p

(A2) Convexity:
D17+ (1= Z') < tpl(Z) + (1 - ()
for all Z, 7' € Z and all t € [0, 1].
(A3) Translation Equivariance: If a € R and Z € Z, then p(Z + a) = p(Z) + a.

(A4) Positive Homogeneity: If t > 0 and Z € Z, then p(tZ) = tp(Z).

Here the notation Z > Z’ means that Z(w) > Z'(w) for a.e. w € Q. Monotonicity
property (axiom (A1)) is a natural condition that a risk measure should satisfy (re-
call that we deal here with minimization rather than maximization formulations of
optimization problems). Convexity property is also a natural one. Because of (A4)
the convexity axiom (A2) holds iff the following subadditivity property holds

p(Z+2")<plZ)+p(Z'), N2,7' € Z. (2.51)

That is, risk of the sum of two random variables is not bigger than the sum of risks.
Axioms (A3) and (A4) postulate position and scale properties, respectively, of risk
measures.

We have the following basic duality result associated with coherent risk measures.
Denote by

P = {g A /Qg(w)dp(w) —1, (> o} (2.52)

the set of probability density functions in the dual space Z*.
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Theorem 2.5 Let Z := L,(Q,F,P), p € [l,00), and p: Z — R be a coherent risk
measure. Then p is continuous and there exists a bounded set A C B such that

p(Z) =sup(Z,(), VZ € Z. (2.53)
ceA

Conversely if the representation (2.53) holds for some nonempty bounded set A C B,
then p is a (real valued) coherent risk measure.

Remark 2 The dual representation (2.53) follows from the classical Fenchel-Moreau
theorem. Note that monotonicity (axiom (Al)) and convexity (axiom (A2)) imply
continuity (in the strong topology) of the risk measure p : Z — R for any Z =
L,(Q,F,P),p e [l,00] (cf., [23]). If the representation (2.53) holds for some bounded
set 2, then it also holds if the set 2 is replaced by the weak* topological closure of its
convex hull. We refer to the (weak* closed convex) set 2 in the dual representation
(2.53) as the dual set of the coherent risk measure p. The dual set 2 can be written

in the form
A={Cez2:(Z) <pZ), YVZeZ}. (2.54)

Recall that a convex subset of a Banach space is closed in the strong topology iff
it is closed in the weak topology. Therefore for reflexive spaces Z = L,(Q2, F, P),
p € (1,00), it suffices to assume that the dual set 2 is closed in the strong topology.
Note also that by the Banach-Alaoglu Theorem the dual set 2 is weakly* compact,
and hence the maximum in the right hand side of (2.53) is attained.

Remark 3 From the point of view of convex analysis the representation (2.53) means
that p(-) is the so-called support function of the set A C Z*, and the following
properties hold (e.g., [7, Proposition 2.116]).

(i) If py : Z2 — R and ps : Z — R are coherent risk measures and 2, C Z*
and 20y C Z* are the respective dual sets, then pi(-) < po(+) iff 2 C Ay, and
pi(-) = pa(-) HE 2y = Ap.

(ii) Let p; : Z2 — R, i = 1,...,m, be coherent risk measures, 2; C Z* be the
respective dual sets and \;, ¢ = 1,...,m, be nonnegative numbers such that
Yo A= 1. Then p(+) := >, Aipi(+) is also a coherent risk measure and its

dual set A C Z* is given® by 2 := """ A2,

SFor sets Ay C Z* and Ay C Z* and numbers \; and Ay the sum A\ 2A; + A2y is defined as the
set {A1(1 + AaC2 i (1 € ™Ay, (o € A}
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(iii) Let p; : 2 — R, i € Z, be coherent risk measures and 2; C Z* be the respective
dual sets, and let p(-) := sup;c7 pi(-) be real valued, ie., p(Z) < oo for all
Z € Z. Then p(-) is also a coherent risk measure and its dual set A is given by
the topological closure of the convex hull of the set U;c7%A;.

For ¢ € P the scalar product (Z, () can be understood as the expectation Eqg[Z]
taken with respect to the probability measure d@) = (dP. Therefore the representa-
tion (2.53) can be written as

p(Z) =sup Eg|Z], VZ € Z, (2.55)
QeN
where
Q:={Q:dQ = (dP, ¢ € ). (2.56)

Recall that if P and ) are two measures on (€2, F), then it is said that @ is absolutely
continuous with respect to P if A € F and P(A) = 0 implies that Q(A) = 0. The
Radon-Nikodym Theorem says that () is absolutely continuous with respect to P iff
there exists a function 7 : @ — Ry (density function) such that Q(A) = [, ndP
for every A € F. We also sometimes write E.[Z] for the expectation Eg[Z] with
dQ) = CdP.

By the above, the result of Theorem 2.5 can be interpreted as follows.

o Let Z:=L,(QF,P),pe€[l,00). Then a risk measure p : Z — R is coherent
iff there exists a set 9 of absolutely continuous with respect to P probability
measures such that the set of densities {%Q:, N ONS Q} forms a bounded set in
the dual space Z* and the representation (2.55) holds.

Therefore robust stochastic programs of the form (2.1) can be formulated in terms
of coherent risk measures (see section 2.5.2). It could be noted that the set £ is formed
by probability measures absolutely continuous with respect to a specified reference
measure, while we didn’t make such an assumption for the set 9t in (2.1). We will
discuss this later.

Let us consider some examples. The following risk measure is called the mean-
upper-semideviation risk measure of order p € [1,00):

p(Z) = E[Z] + A (E [[Z - E[Z]m ) " (2.57)

In the second term of the right hand side of (2.57), the excess of Z over its expectation
is penalized. In order for this risk measure to be real valued it is natural to take
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Z = L,(Q,F,P). For any A € [0,1] this risk measure is coherent and has the dual
representation (2.53) with the set

A={¢' ez : ¢ =1+(—E[], ||C]l¢ <\ ¢ =0} (2.58)

Note that the above set 2 is a bounded convex closed subset of the dual space
Z* =L, (Q,F,P).
An important example of risk measure is Value-at-Risk measure

VAR, (Z) :==inf {t:Pr(Z<t) >1—a}, a€(0,1). (2.59)

That is, V@GR, (Z) = H '(1 — «) is the left side (1 — a)-quantile of the distribution
of Z. Here H(t) := Pr(Z <t) if the cumulative distribution function (cdf) of Z and

H™(y) := inf {t cH(t) > 7}

for v € (0,1). For v = 0 the corresponding left side quantile H~!(0) = —oo, and
by the definition H~*(1) = +oo if Z(w) is unbounded from above. The V@R, risk
measure is not coherent, it satisfies axioms (A1),(A3) and (A4) but is not convex,
i.e., it does not possess the subadditivity property (2.51).

An important example of coherent risk measure is the Average Value-at-Risk mea-
sure

AV@R,(Z) = i?ag {t+a'E[Z —t]4}, a€(0,1]. (2.60)

It is natural to take here Z := £,(§2, F, P). This risk measure is also known under the
names Expected Shortfall, Expected Tail Loss and Conditional Value-at-Risk; these
names are motivated by formulas (2.62) and (2.63) below. It is possible to show that
the set of minimizers of the right hand side of (2.60) is formed by (1 — «)-quantiles
of the distribution of Z. In particular t* = VQR,(Z) is such a minimizer. It follows
that AV@R,(Z) > VQR,(Z). Also it follows from (2.60) that

AV@R,, (Z) > AV@R,,(Z), for0 < a; <ay < 1. (2.61)

The Average Value-at-Risk can be also written as

AV@R,(Z) = ~ / "VaR,(2) dr, (2.62)

a
and, moreover, if the cumulative distribution function H(¢) of Z is continuous at
t* =V@R,(Z), then

+o00
AV@R,(Z) = 1 tdH(t) =K [Z|Z > V@R, (Z)] . (2.63)
& Jvar,(2)
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The dual representation (2.53) for p(Z) := AV@QR,(Z) holds with the set
A={CE€LH(QF,P):((w) €0,a Nae weQ, E(]=1}. (2.64)

Note that the above set 2 is a bounded weakly* closed subset of the dual space
Z* = L(Q,F,P). If a =1, then the set 2 consists of unique point {(w) = 1. That
is, AVQR,(Z) = E[Z], this can be verified directly from the definition (2.60). We
have the following limit

13%1 AVQR,(Z) = esssup(Z). (2.65)
In order for the risk measure p(Z) := esssup(Z) to be finite valued it should be
considered on the space Z := L,(, F, P); defined on that space this risk measure
is coherent.

In both examples considered above the risk measures are functions of the distri-
bution of the random variable Z. Such risk measures are called law invariant. Recall
that two random variables Z and Z’ have the same distribution if their cumulative
distribution functions coincide, i.e., Pr(Z < t) = Pr(Z' < t) for all t € R. We write

this relation as Z = Z'.

Definition 2.2 It is said that a risk measure p : Z — R is law tnvariant, with respect
to the reference distribution P, if for any Z, Z’ € Z such that Z R 7' it follows that
p(Z) = p(Z').

Suppose for the moment that the set Q = {wy,...,wk} is finite with respective
probabilities py, ..., px such that any partial sums of p; are different, i.e., >, ;pr =
dowesbr for T,J C {1,...,K} only if T = J. Then Z,Z' : Q@ — R have the same
distribution only if Z(w) = Z'(w) for all w € €. In that case any risk measure, defined
on the space of random variables Z : 2 — R, is law invariant. Therefore, for a mean-
ingful discussion of law invariant risk measures it is natural to consider nonatomic
probability spaces. It is said that measure P, and hence the space (£, F,P), is
nonatomic if any set A € F of positive measure P(A) contains a subset B € F such
that P(A) > P(B) > 0.

A natural question is how law invariance can be described in terms of the set A
in the dual representation (2.53). Let T : 2 — € be one-to-one onto mapping, i.e.,
T(w) =T(W) iff w = ' and T(Q) = Q. It is said that T is a measure-preserving
transformation if image T'(A) = {T(w) : w € A} of any measurable set A € F is also
measurable and P(A) = P(T(A)) (see, e.g., [5, p. 311]). Let us denote by

® := {the set of one-to-one onto measure-preserving transformations 7" : 2 — Q}.
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We have that if T € &, then 77! € &; and if T}, € &, then their composition”
Ty 0T, € &. That is, & forms a group of transformations.

Theorem 2.6 Suppose that the probability space (Q, F, P) is nonatomic. Then a
coherent risk measure p 1 Z — R is law invariant iff its dual set A is invariant with
respect to measure-preserving transformations, i.e., iff for any ¢ € A and any T € &

and (' := (o T it follows that ' € .

Proof. Let T € & and ¢ € 2. Consider (' := (o T. For Z € Z we have
(Z.¢) = / Z(w)¢(T(w))dP(w) = / 2T )C(W)dQw) = (Z,.¢)  (2.66)
Q Q

where Q = PT~! = P and Z' :== Z oT~!. Since T is measure-preserving we have

that Z X Z' and since p is law invariant, it follows that p(Z) = p(Z'). Therefore by
(2.54) we obtain that ¢’ € 2.

Conversely suppose that (oT € A for any ¢ € % and any T' € &. Let Z, Z' be two
random variables having the same distribution. Since the probability space (2, F, P)
is nonatomic, there is T € & such that Z’ = Z o T. For ¢ > 0 let ¢ € 2 be such that
p(Z") < (Z',¢) +¢. By (2.66) and since ¢’ € 2 it follows that

p(Z") <(Z', Q) +e=(Z.(Y+e < p(Z) +e

Since € > 0 is arbitrary, we obtain that p(Z’) < p(Z). The other inequality p(Z’) >
p(Z) can be obtained in the same way and hence p(Z’) = p(Z). This competes the
proof. g

A particular example of law invariant coherent risk measure is the Average Value-
at-Risk measure AV@R,. A convex combination » " 1,AV@R,,, with o; € (0, 1],
pi > 0, > p; = 1, of Average Value-at-Risk measures is also a law invariant
coherent risk measure, and maximum of several law invariant coherent risk measures
is again a law invariant coherent risk measure (see Remark 3 on page 18). By a result
due® to Kusuoka [13], it turns out that any law invariant coherent risk measure can
be constructed by the operations of taking convex combinations and maximum from
the class of Average Value-at-Risk measures.

"Composition T = T} o Ty of two mappings is the mapping T (w) = T (Ts(w)).
80riginal proof by Kusuoka [13] is for Z = L., (2, F, P) space. For a general discussion see, e.g.,
[18, Section 2.2.4].
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Theorem 2.7 (Kusuoka) Suppose that the probability space (S, F, P) is nonatomic
and let Z := L,(Q,F,P), p € [1,00]. Then a risk measure p : Z — R is law invariant
and coherent iff there exists a set € of probability measures on the interval (0,1] such
that )
p(Z) = sup/ AV@R,(Z)du(a), VZ € Z. (2.67)
ne€ Jo
The representation (2.67) is not unique (e.g., [18, p.63]). We will discuss this
further in the next section.

2.5.1 Comonotonicity

Let us discuss now the concept of comonotonicity (see, e.g., [9] for a thorough discus-
sion of this concept). A set A C R? is said to be comonotonic if for any x,y € A it
holds that either x > y or y < x, where the inequality x > y is understood compo-
nentwise. Note that it follows from this definition that comonotonic set cannot have
an open subset. Now let X and Y be two random variables. Denote by Hx and Hy
their respective cumulative distribution functions and H(z,y) := Pr(X < z,Y < y)
their joint cdf. The following properties are equivalent to each other and any one of
them can be used as a definition of X and Y to be comonotonic.

(i) Distribution of (X,Y’) € R? has a comonotonic support.
(ii) For all (x,y) € R? it holds that H(z,y) = min{Hx(z), Hy(y)}.

(iii) (X,Y) R (Hy'(U), Hy'(U)), where U is arandom variable uniformly distributed
on the interval [0, 1].

Definition 2.3 It is said that a risk measure p : Z — R is comonotonic if for any
two comonotonic random variables X,Y € Z it follows that p(X+Y) = p(X)+p(Y).

Let us observe that V@GR, a € (0, 1), risk measure is comonotonic. Indeed, let X
and Y be comonotonic random variables. By the above property (iii) we can assume
that X = Hy'(U) and Y = H,'(U), with U being a random variable uniformly
distributed on the interval [0,1]. Consider function g(-) := Hy'(-) + Hy'(-). Note
that ¢ : R — R is a monotonically nondecreasing left-continuous function. Then

VAR, (X +Y) = inf{t:Pr(g(U) <t)>1-a}
= inf }t PrU<g7'(t) >1—a}
= inf{t:g7'(t) >1-a}
= g(l-a)=Hy'(1-a)+ Hy'(1-a)
— V@R, (X) + V@R, (Y).
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By (2.62) it follows that if X and Y are comonotonic, then

AV@R,(X +Y) = L [*V@R,(X +Y)dr =L [*[VGR,(X) + VAR, (Y)]dr
= AV@R,(X) + AV@R,(Y).

That is, AV@R, is comonotonic for all « € (0, 1]. If we define AV@QR(+) := ess sup(-),
then it follows by (2.65) that AV@QR(-) is also comonotonic. Consequently if u is a
probability measure on the interval [0, 1], then risk measure

p(Z):/O AV@R,(Z)du(a), (2.68)

defined on an appropriate space Z, is coherent law invariant and comonotonic. The
second part of Kusuoka theorem says that the converse is also true (see, e.g., [18,
Proposition 2.49] for a proof).

Theorem 2.8 (Kusuoka) Suppose that the probability space (2, F, P) is nonatomic
and let Z := L,(Q, F,P), p € [1,00]. Then a risk measure p : Z — R is law invariant,
coherent and comonotonic iff there exists a probability measure p on the interval [0, 1]
such that the representation (2.68) holds.

Remark 4 Note that if the space Z = L£,(2, F, P) in representation (2.68) is taken
with p < 0o, then the measure p cannot have positive mass at & = 0. Otherwise p(Z)
will be equal to +oo for any Z € Z such that esssup(Z) = +o00. O

Let the space (€2, F, P) be nonatomic, p : Z — R be a coherent law invariant risk
measure and 2 be its dual set. By Theorem 2.6 we have that for any n € 2 the set

W (n):={noT:T € &} (2.69)
is a subset of 2.

Definition 2.4 We say that the dual set 2, of a coherent risk measure p : Z — R,
is generated by an element n € 2 if it holds that

sup (Z,¢) =p(Z), VZ € Z. (2.70)
ce(n)

If the dual set 2 is generated by an element 1 € 2, then 2 coincides with the weak*
topological closure of the convex hull of the set 2*(n) (see Remark 2 and property (i)
of Remark 3, page 18).
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Example 2 Let the space (2, F, P) be nonatomic and consider the AV@R,, measure.
Let us show that the corresponding dual set 2 (described in (2.64)) is generated by
its element? 7 := a~'1,4, where A € F is a measurable set such that P(A) = a. The
set A*(n) generated by 1 can be written as

A*(n) ={a'1p: B F, P(B) =a}.
Let Z € Z and
t*:=inf {t: P{w: Z(w) >t} < a} = VAR, (Z).

Suppose for the moment that Pr(Z = t*) = 0, i.e., cumulative distribution function
H(t) of Z is continuous at ¢t = t*. Then for B* := {w : Z(w) > t*} we have that
P(B*) = a. It follows that

sup (Z,() = sup {oz_l/ ZdP : P(B) = a} = oc_l/ ZdP.
¢ceA*(n) BeF B B*

Moreover, [,, ZdP = [ tdH(t), and hence

sup (Z,() = AVQR,(Z). (2.71)
ce (n)

Since the set of random variables Z € Z having continuous cdf forms a dense subset
of Z, it follows that formula (2.71) holds for all Z € Z. We obtain that the set 2 is
generated by n. ¢

Theorem 2.9 Suppose that the probability space (2, F, P) is nonatomic. Let Z :=
L,(,F,P), pell,oo), and p: Z — R be a law invariant coherent risk measure.
Then p is comonotonic iff its dual set A is generated by some element n € 2.

Proof. Since (2, F, P) is nonatomic, we can assume without loss of generality that
Q is the interval [0, 1] equipped with its Borel sigma algebra and uniform reference
distribution.

Suppose that 2 is generated by some element n € 2. Let X,Y € Z be comono-
tonic variables. By the property (iii) of comonotonic variables we can assume that
both functions X, Y : [0, 1] — R are monotonically nondecreasing, and hence X + Y
is also monotonically nondecreasing. Let T' € & be such that ¢ := 1o T is monoton-
ically nondecreasing on the interval [0,1]. Then the maximum in (2.70) is attained

9By 14(:) we denote indicator function of set A, i.e., 1a(w) = 1 if w € A, and 14(w) = 0 if
wé¢A.
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at ¢ for both X and Y and for X + Y, ie., p(X) = (X,(), p(Y) = (Y,() and
p(X +Y)=(X+Y,(). It follows that p(X +Y) = p(X) + p(Y), and hence p is
comonotonic.

Conversely suppose that p is comonotonic. By Theorem 2.8 we have that p can
be represented in the form (2.68) for some probability measure p. Note that since
we use here the space Z = L£,(Q2, F, P) with p < oo, the measure p cannot have a
positive mass at « = 0 (see Remark 4). Suppose for the moment that measure p has
finite support!®, i.e., u = M A(ay) + ... + MnA(ay), with oy € (0,1], ¢ =1,...,m. Let
2; be the dual set of risk measure AV@QR,,,, i = 1,...,m. Then A =>" N\, and

p(Z) = sup {Z MN(Z,G) G ey, i= 1,...,m} , L EZ.

=1

By making the transformation Z — Z o T for some T € &, we can assume that
Z is monotonically nondecreasing on the interval [0,1]. As it was shown in Exam-
ple 2 the maximum of (Z,(;) over ¢; € 2; is attained at (;(-) = a; '14,(-), where
A; = [1 — a;,1]. It follows that the maximum of (Z,() over ¢ € 2 is attained at
C(-) = S Ny '14,(-). For general measure u in the representation (2.68) and
monotonically nondecreasing Z € Z, the maximum (Z, () over ¢ € 2 is attained at

1
0= [ Gayiuta). te0.1) (2.72)
0
where ¢ (a) := a'1_q 1 (t). It follows that the dual set 2 is generated by (. &

Let us observe that equation (2.72) defines measure p uniquely. Indeed, we can
view pu(-) as a right hand side continuous monotonically nondecreasing on [0,1] func-
tion, i.e., view the integral in (2.72) as the Lebesgue-Stieltjes integral. Then for
t € [0,1) using integration by parts we have

Jo dul@)dp(a) = 1—1?) o) = 1 ) da!
= 1 HTT fT #a2 dOf,

where 7 = 1 —¢. Suppose that there are two measures p; and py which give the same
integral in (2.72). Then for the function ¥ («a) := —[u () — pe(a)]/a we have the
following equation

+ /1 @da =0, 7 € (0,1]. (2.73)

0By A(a) we denote measure of mass one at the point a. Measure A(«) is often called Dirac
measure.
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It follows that ¢ (-) is differentiable on (0, 1] and satisfies the equation

dy(7) _ M —0. (2.74)

dr T

The last equation has solutions of the form v (7) = ¢ for some constant c¢. Substitut-
ing ¥ (7) = ¢7 into (2.73) we obtain that ¢ = 0. Consequently we have the following
result.

e Suppose that the space (€2, F, P) is nonatomic and Z = L,(Q2, F, P), p € [1,00).
Then for a law invariant comonotonic coherent risk measure p : Z — R the
corresponding measure p in the representation (2.68) is defined uniquely.

On the other hand the representation (2.67) clearly is not unique since there are
various ways how the dual set 21 can be represented as the topological closure of the
convex hull of sets of the form A*(n), n € 2.

2.5.2 Risk Averse Optimization

In this section we discuss optimization problems of the form

Min { £(x) = p(F(z,6))}. (2.75)
Here X C R” is a nonempty set, F' : R®" x = — R is a real valued function and
p: Z — R is a risk measure defined on space Z := L,(E,B, P), p € [1,00), where
Z C R? is a closed nonempty set equipped with its Borel sigma algebra B and a
reference probability measure P. We assume that for every x € X the function
F.(-) = F(x,-) belongs to the space Z and write p(F(x,&)) for risk measure p(F,) of
the random variable F,(§). Of course, for p(-) := E(-) problem (2.75) coincides with
the stochastic programming problem (2.2).
By using the dual representation (2.55) of risk measure p we can write problem

(2.75) in the following minimax form

Min sup Eq[F(z, €)], (2.76)
zeX Qe

where £ is the respective set of (absolutely continuous with respect to P) probability
measures on (=,5). In that form the above problem can be viewed as a robust
stochastic problem of the form (2.1). By interchanging the min and max operators
in (2.76) we obtain the following dual of problem (2.76)

Max inf Eg[F(z,§)]. (2.77)

QEN zeX
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Relations between problems (2.76) and (2.77) are discussed in Theorems 2.3 and 2.4.

Suppose that function F(z,€) is given as the optimal value of the second stage
problem (2.3). In that case problem (2.75) can be viewed as a risk averse formulation
of a two-stage problem. By using equivalent formulation (2.12) of the two-stage
minimization part of problem (2.77) we can write the max-min problem (2.77) in the

form .
Max Inf " Eqlg(,y(£),¢))
st. zeX, yl) ed(x,§ae ek

Recall that the minimization in (2.78) is performed over x € R™ and functions y(-) :
= — R™ in an appropriate functional space.

Let us observe that if the risk measure p is coherent, then convexity of the F(-, ) is
preserved in the composite function f(x) = p(F(z,§)). Indeed, suppose that F'(z,¢)
is convex in z for all £ € Z and p is coherent. Then for any z,y € R", t € [0, 1] and
¢ € E we have that F(tz+ (1 —t)y,&) < tF(z,&)+ (1 —t)F(y,£), and hence by using
monotonicity and convexity properties of p (axioms (A1) and (A2)) we obtain

fr+(1=t)y) = p(F(te+ (1 =1)y,8)) < ptF (e, )+ (1 —1)F(y,£))
< tp(F(z,8) + (1 =)p(F(y,€)) =tf(z) + (1= 1) f(y).
Note that in this derivation the monotonicity property of p is essential, and convexity
of p and F(-,€) alone does not guarantee convexity of the composite function f(-).
Another important property of coherent risk measures is that for such measures the
interchangeability principle holds (cf., [30, section 6.4]). Suppose that function F'(x, §)
is given as the optimal value of the second stage problem (2.3). As it was pointed
out in section 2.2, in the risk neutral case (i.e., when p(-) := E[-]) the corresponding
two-stage problem can be written as one large problem (2.12). Similar result holds
for coherent risk measures. Under mild regularity conditions the risk averse two stage
problem (2.75), with the second stage (2.12), can be written as

Min - plg(z,4(£), €)]
st. xe X,y €g(x,€ ae €=

Note that the monotonicity property of p is essential for the equivalence of formula-
tions (2.75) and (2.79) of risk averse two-stage problems. Without the monotonicity
condition this equivalence is not guaranteed (cf., [32]). By the dual representation
(2.55) of risk measure p we can rewrite problem (2.79) in the form
Min - sup Eq[g(z, y(£), )]

Qe

z,y(")

st. xelX, yl) € Gz, ae €.
Problems (2.78) and (2.80) can be viewed as dual to each other.

(2.78)

(2.79)

(2.80)
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Theorem 2.10 Let F(x,£) be the optimal value of the second stage problem (2.3),
Z = L,(Z,B,P), withp € [1,00), 2 be a bounded convex set of probability density
functions in the dual space Z* and Q = {Q : dQ = (dP, ¢ € A}. Suppose, further,
that problem (2.76) has an optimal solution T € X, the set X is convex and closed,
the set = is compact and F(x,&) is convex in x for every & € = and continuous in §
for every x € X. Then optimal values of problems (2.78) and (2.80) are equal to each
other. Moreover, if the set Q is closed in the weak topology, then problem (2.78) has
an optimal solution Q € Q.

Proof.  Since problem (2.76) has an optimal solution, its optimal value is finite
of course. By Theorem 2.3 we have that, under the specified assumptions, optimal
values of problems (2.76) and (2.77) are equal to each other. Moreover, problem
(2.77) has an optimal solution provided the set Q is closed. Now the minimization
part of problem (2.77) is equivalent to the minimization part of problem (2.78), and
hence optimal values of problems (2.77) and (2.78) are equal to each other.

Consider the risk measure p associated with the set 20 by equation (2.55). Then
problem (2.76) can be written in the form (2.75). By an interchangeability principle
(cf., [30, Theorem 2.20]) problem (2.75) is equivalent to the problem (2.79), and hence
to the problem (2.80). It follows that optimal values of problems (2.78) and (2.80)
are equal to each other. g

In particular, suppose that the number of scenarios is finite, i.e., the set = =
{&, ..., €k } is finite and is equipped with sigma algebra of all its subsets. In that case
any mapping Z : = — R is measurable and can be identified with K-dimensional
vector (Z(&1), ..., Z(£k)), and the space Z of all such mappings can be identified with
RE. Hence for a risk measure p : Z — R we write p(Z(&1), ..., Z(€k)) for p(Z). Then
problem (2.79) becomes (compare with problem (2.13) in the risk neutral case)

Min z,y1,61), ..., g(x, yr,
L Min p(9(@,y1,&), -, 9(2, Yk, Ex)) (2.81)

st. zeX, y€6G(x,&),i=1,...,K.
Suppose, further, that the problem is linear, ie., X = {x : Az = b, = > 0},
g(z,y,8) = q'y, G(x,€) is given in the form (2.6) and there is additional linear
term c'x at the first stage. Then problem (2.81) becomes
Min — c'z + p(¢" 1, -, ¢ Yk)

TyY1yeeey YK

s.t. Ar=0b, x >0, (2.82)

For a general (coherent) risk measure it could be difficult to solve the correspond-
ing two-stage risk averse problem even if the number of scenarios is finite, and not
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too large, and the problem is linear. For the following class of risk measures the
problem can be reduced to a standard stochastic programming problem. Consider
risk measure

par(Z) := (1 — NE[Z] + AAV@R,[Z], (2.83)

with o € (0,1) and A € [0, 1] being tuning parameters. As a convex combination of
two coherent risk measures, risk measure p, ) is coherent.

By using definition (2.60) of AV@QR, we can write the corresponding risk averse
problem (2.75) as

Min Az +E{(1—=XF(z,&) + Aa ' [F(z,§) — 2|4+ }, (2.84)

zeX, zeR

and hence as the following two-stage problem

Min Az + E[V(z, z,£)], (2.85)

reX, ze€R

where V(z, z, &) is the optimal value of the second stage problem

Min (1 - )\)Q(l‘, Y, 5) + )‘ail[g(xa Y, 6) - Z]Jr' (286)
yeG(z,€)
In particular, if the problem is linear, then the second stage problem (2.86) be-
comes
Min(1 - MNgq'y + X q"y — 2], st. Ta+ Wy = h. (2.87)

y=0

Problem (2.87) can be written as the linear program

Min (1= Mgy +Aa~!
yEle,EER ( >q y+ @

s.t. gy —z<wu, u>0, (2.88)
Te+Wy=h,y>0,

and hence this linear risk averse problem can be formulated as a linear two-stage
stochastic program with (first stage) decision variables z € R" and z € R, and second
stage problem (2.88) with (second stage) decision variables y € R™ and u € R.

Remark 5 We can give the following motivation for considering risk measure p, .
Suppose that we want to control the value Q(x, §) of the second stage problem (2.3) in
the risk neutral formulation. Since we deal with minimization formulations, we want
Q(x, &) to be “not too large”, say less than a chosen level 7 with a high probability
1—a. We can write this requirement as the following chance (probabilistic) constraint

Pr{Q(z,§) <n}>1-a. (2.89)
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Equivalently the above constraint (2.89) can be written as
V@R, [Q(z,&)] <. (2.90)

The difficulty with this chance constraint is that the function V@GR, [Q(z, £)] typi-
cally is not convex in x, even if Q(-, §) is convex, and is difficult to handle numerically.
Therefore it makes sense to replace chance constraint (2.90) by the following conser-
vative approximation

AVGAR,[Q(z,&)] < 1. (2.91)

Recall that AV@R,(-) > V@R, (-), and hence if a point x satisfies (2.91), then it is also
feasible for (2.90). Therefore, indeed, constraint (2.91) is a conservative approxima-
tion of (2.90). Introducing additional constraint (2.91) may result in infeasibility of
the corresponding two-stage problem even if the original (risk neutral) problem was
feasible. Moving the constraint (2.91) into the expected value objective as a penalty
term leads to the risk measure p, x. O

2.6 Two-Stage Problems with Expectations Constraints

Consider the following two-stage stochastic programming problem

Min E[Go(x, y(£),)]

z,y(-)
re X, y(&) € G(x,€) ae £ €=

This formulation is more general than formulation (2.12) since it also involves con-
straints in the form of expectations. The setting here is similar to the one of section
2. That is, X C R" and = C R? are nonempty closed sets, G; : R" x R™ x Z — R,
i = 0,...,k, are random functions and G : R" x = =% R™ is a (measurable) multi-
function. The expectations in (2.92) are taken with respect to a (uniquely) specified
probability measure P on (=, B), thus (2.92) is a risk neutral type problem. The op-
timization in (2.92) is performed over z € R™ and functions y(-) : & — R™ belonging
to a functional space ). To be specific we use ) := L,(Z, B, P), with p € [1, 00]. We
assume that for all z € X and y(-) € 9 the expectations E[G;(z,y(£), )], i =0, ..., k,
are well defined and finite valued.

By performing minimization in (2.92) first with respect to y(-) € 2 and then with
respect to x € X, we can write (2.92) as the following two stage problem

Min Q(x), (2.93)

zeX
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where Q(x) is the optimal value of problem

st E[Gi(x,y(€),6)] <0, i=1,..k, (2.94)

y(&) € G(x,§) ae. £ € E.
In particular, if distribution of £ has a finite support = = {&;,...,{x} with respective
probabilities py, ..., pn, then the second stage problem (2.94) becomes
Min Y% p;Go(x,y;,&)

Yiseees YN

s.t. ijzliji(a:,yj,fj) <0,i=1,..k, (2.95)
Y; S Q(a:,é’j), j = 1, ,N

Note that because of the expectation constraints, here the second stage problem
is not separable (decomposable) into a sum of individual optimization problems. The
Sample Average Approximation (SAA) method can be applied to problem (2.92) in
a straightforward way. That is, a sample &', ..., &Y of random vector ¢ is generated
and the “true” problem (2.92) is approximated by the SAA problem with the second
stage problem of the form (2.95) with & =&’ and p; =1/N, j=1,...,N.

In some cases the expectation constraints can be moved into the objective. That
is, we can write the following (Lagrangian) dual of problem (2.92)

Max inf) E[L(z, y(£), A, €)]

(2.96)
st. xe X, y(&) € G(x,€) ae. £ € Z,

where

k
L(iL’, Y, )‘7 6) = GO('xa Y, 6) + Z )\sz(xa Y, 5)
i=1

The optimal value of problem (2.96) is always less than or equal to the optimal value
of problem (2.92), and it is said that there is no duality gap between these problems
if their optimal values are equal to each other.

In order to ensure that there is no duality gap between problems (2.92) and (2.96)
typically one needs to assume convexity. We say that problem (2.92) is convez if the
set

& = {(5,y() 7€ X, y(6) € G(z,€) ae. € €Z) (297
is a convex subset of R" x 9), and functions G;(x,y,&), i = 0,...,k, are convex in

(x,y) € R™ x R™. Note that the above convexity of functions G;(x,y,&) implies
convexity of

¢1(37,y()) = E[Gz(xv 9(5),5)], 1=0,..k, (298)
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considered as functions on the space X x 9).

It is said that Slater condition, for the problem (2.92), holds if there exists
(Z,y(-)) € & such that ¢;(Z,y(-)) < 0,7 = 1,...,k. Assuming convexity and Slater
condition we have the following result (e.g., [7, Theorem 2.165]).

Proposition 2.1 Suppose that problem (2.92) is convexr and has a finite optimal
value, Slater condition holds and the functions ¢;(x,y(-)), i =0, ..., k, are real valued
continuous on the set &. Then there is no duality gap between problems (2.92) and
(2.96) and problem (2.96) has a nonempty and bounded in R set of optimal solutions.

In order to apply the above result, continuity of the functions ¢; : & — R,
i =0,...,k, should be verified with respect to the strong (norm) topology of the space
Y = L,(Z, B, P). If the set = is finite, then the problems becomes finite dimensional
and this continuity follows from convexity of G;(z,y,§) in (z,y) € R™ x R™. In
general, in order to avoid technical complications one can work in the space ) =
L (=, B, P), where strong (norm) convergence means uniform convergence and hence
this continuity property is relatively easy to verify.

Now the dual problem (2.96) can be written as

Max inf E[F(z, A, )], (2.99)

)\E]Ri zeX
where F'(z, \,€) is the optimal value of the second stage problem:

Mﬂi{n L(z,y,\ &) s.t.y € G(z,§). (2.100)
yeR™

The problem (2.99) can be viewed as a minimax stochastic programming problem.
The Sample Average Approximation (SAA) method can be applied to problem (2.99).
That is, a sample &', ..., &Y of random vector ¢ is generated and the “true” problem
(2.99) is approximated by the SAA problem:

Max inf fy(z, ), (2.101)

)\eRli reX

where fy(z,\) := N~ Zjvzl F(x, )\, &). Statistical properties of the SAA method in
the minimax setting are discussed in [30, section 5.1.4].

In order to solve the SAA problem (2.101) efficiently we should be able to compute
derivatives of the corresponding optimal value functions with respect to the first
stage decision variables. Analysis of differentiability properties of such optimal value
functions is discussed in details, e.g., in [7, section 4.3]. Let us consider the second
stage problem (2.100). To be more specific suppose that the multifunction G(z,¢)
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is given by linear constraints in the form (2.6). That is, F(z, A, §) is given by the
optimal value of the following second stage problem

M>i£1 L(z,y,\,€) st. Tx + Wy = h. (2.102)
y=

Note that L(z, A, y,£&) is linear in A and hence F'(x,\, ) is concave in A\. Suppose
that problem (2.102) has unique optimal solution § = g(x, \,§). Then F(x,\,§) is
differentiable in A\ and

V}\F(l’,/\,f) = VAL(xvgv/\7§) = (Gl(x>ga€)> aGk(m7g7€)>

Suppose, further, that L(z,y, A, ) is convex in (x,y). Then F(x, A, &) is convex in x
and if, moreover, L(x,y, A, &) is differentiable in z, then

VzF($a )\7 5) = Vz’L(gja Y, )\7 g) - TT:UH
where p is an optimal solution of the corresponding dual of problem (2.102).

Example 3 Consider the following two-stage problem

Min c'z
ze€X,y(-)
S.t. AV@R,[G;(z,y(£),8)] <0, i=1,..,k, (2.103)

T(&)z+W(Ey(E) < h(E) ae €E,

where X C R™ is a (nonempty) polyhedral set (defined by linear constraints), o €
(0,1) and
Gl(xvy7§) = ai(g)-rx + bz(é-)Ty - dz(f), 1= ]., e k.

Compared with the linear two-stage stochastic programming formulation (2.4)-(2.5),
the additional constraints involving AVQR,, risk measures are added in (2.103).

The constraints AVAR,[G;(z,y(£),£)] < 0 can be viewed as conservative approx-
imations of the respective constraints VAR, [G;(z,y(£),€&)] < 0, which in turn are
equivalent to the corresponding chance constraints Pr{G;(z,y(£),&) < 0} > 1 — a.
Therefore problem (2.103) can be considered as a conservative approximation of the
problem

Min ¢’z
zeX,y(+)
st Pri{ai(§)Ta + b:(&) y( )
T(&)z+W(Ey(§) <h(§) ae B

34



The above problem (2.104) has two types of linear constraints - some should be
satisfied with a high probability and some for almost all realizations of the random
data.

By using definition (2.60) of AV@R, we can write problem (2.103) as

Min c'x
zeX,zeRy(+)

T(g)x—i—W() ( )< (&) ae. £ €=

The above problem (2.105) is convex. Suppose further that 9 = L. (Z, B, P), the
set = is compact and a;(€),b;(€) and d;(§), i = 1,..., k, are continuous on =. Then
the Slater condition, for the problem (2.105), holds and the functions

(z,z,y(-)) — E {z +a Gi(x, y(€),€) — z]+} ci=1,...k,

are continuous on R” xR x%). Thus by Proposition 2.1 there is no duality gap between
problem (2.105) and its dual which can be written as the minimax stochastic problem
(2.99), with (z, z) and A being the first stage decision variables, and with the second
stage problem:

Min cTe+ 350, A (2 + a7 [Gilw,y, ) = 2]1) (2.106)

st T(E)x + W(Ey < h(S).
%

2.7 The Problem of Moments

In some situations, it is reasonable to assume that we have a knowledge about certain
moments of the corresponding probability distribution. Denote by & the space of
finite signed measures on the set = C R? equipped with its Borel sigma algebra B.
Note that P € & is a probability measure' iff P = 0 and [SdP = 1. Consider the
following set of probability measures on (=, B)

M = {p : /Equ(g)dp(g) €S, /EdP 1P 0}, (2.107)

where § C R? is a nonempty closed convex set and ¥ = (¢4,...,1,) : = — R?is a
measurable mapping.

HRecall that the notation “P = 0” means that P is a nonnegative (not necessarily probability)
measure on (2, B). That is, P(A) > 0 for every A € B.
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The set 9T consists of all probability measures P € & such that the expectation
(integral) Ep[1;(€)], ¢ = 1,...,q, of every component of the mapping ¥ (), is well
defined and finite valued (i.e., functions 1;(§) are P-integrable) and

(EP[%(O]’ 7EP[77Z)Q(§>]) €s. (2.108)
In particular, if S := {u} is a singleton, then the set 9 is defined by the constraints
Ep[i(€)] = wi i=1,...,q, (2.109)

over the set of probability measures P on (Z, ). We consider a more general situation
when the moments Ep[¢);(£)] could be known with a certain accuracy summarized
in the set §. For example, if each moment Ep[i);(£)] is assumed to belong to a
corresponding confidence interval, then the set S could be defined by a finite number
of linear constraints.

Consider now the following so-called problem of moments (e.g., [14])

Max Ep o (6)], (2110)

where 1y : © — R is a P-integrable for every P € 91 function. We are going to
show that it suffices to solve problem (2.110) for discrete probability measures having
a finite support of at most ¢ + 1 points. In order to proceed we need the following
classical result.

Theorem 2.11 (Richter-Rogosinski) Let (Q, F) be a measurable space, fi,..., fm
be measurable on (Q, F) real valued functions, and P be a (nonnegative) measure on
(Q, F) such that fi, ..., f, are P-integrable. Suppose that every finite subset of ) is
F-measurable. Then there exists a (nonnegative) measure Q@ on (2, F) with a finite
support of at most m points such that [, fidP = [, fidQ for alli=1,...,m.

We use this result for the space (Z,B). Of course, any finite subset of = is B-
measurable. Denote by 91} the subset of 91 of probability measures having a finite
support of at most ¢ points. That is, a measure P € 9 belongs to M} if it can be
represented!? in the form P = Zle a;A(&), where & € Z and oy, i = 1,...,(, are
nonnegative numbers such that Zle a; = 1.

Theorem 2.12 Problem (2.110) is equivalent to the problem

Meax Ep[to(€)]. (2.111)

Pem;

12Recall that A(€) denotes measure of mass one at the point £.
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with £ = q + 1. The equivalence is in the sense that both problems have the same
optimal value and if problem (2.110) has an optimal solution, then it also has an
optimal solution P* € M. ,. In particular if ¢ = 0, i.e., the set M consists of all
probability measures on (Z,18), then problem (2.110) is equivalent to the problem of
mazximization of 1o (&) over & € Z.

Proof. If the set 901 is empty, then its subset 97 ; is also empty, and hence
the optimal value of both problems (2.110) and (2.111) is +00. So suppose that 90t
is nonempty and let P € 9. By Theorem 2.11 there exists ) € M7, , such that
Ep[to(§)] = Eg[to(€)]. It follows that for £ = ¢ + 2 the optimal value of (2.110) is
greater than or equal to the optimal value of problem (2.111). Since 9, is a subset
of M, it follows that for £ = ¢+ 2 the optimal values of problems (2.110) and (2.111)
are equal to each other and if problem (2.110) has an optimal solution, then it has
an optimal solution in the set 9 .

Now for P = 3'_ oy A(;) problem (2.111) can be written as

4

Max >~ a;ho(&:)

Gesse =l (2.112)

4 4
s.t. Z 011\11(52) = b, Z o; = 1.
i=1 i=1

For fixed &,...,& € = and b € S, the above is a linear programming problem. Its
feasible set is bounded and its optimum is attained at an extreme point of its feasible
set which has at most ¢ + 1 nonzero components of a. Therefore it suffices to take
the maximum over P € 97 ;. 1

Suppose now that the set = is convex compact. Then by Minkowski Theorem, =
is equal to the convex hull of its extreme points. Recall that a point e € = is said
to be extreme if there do not exist points ey, ey € =, different from e, such that e
belongs to the interval [eq, e5]. In other words, e is an extreme point of = if whenever
e =te; + (1 —t)ey for some ey, e5 € Z and t € (0,1), then e; = e; = e. We denote by
Ext(Z) the set of extreme points of Z.

I

Theorem 2.13 Suppose that the set = is nonempty convex compact, the mapping
U : = — RY is affine, the function ¢y : = — R is convex continuous and the set S is
nonempty compact. Then the maximum in (2.110) is attained at a probability measure
of the form P* = " a;A(e;), where e; € Ext(Z) and a; € [0,1], i = 1,...,q¢ + 1,
with 3" a; = 1.
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Proof. By Theorem 2.12 it suffices to perform the maximization over discrete mea-
sures with finite support. Since the sets = and S are compact and ¢y(-) is continuous
it follows by compactness arguments that problem (2.110) has an optimal solution of
the form P* = S5 a;A(&) for some & € = and a; € [0,1] such that S2F oy = 1.
We need to show that the points & can be chosen to be extreme points of the set =.

Suppose that one of the points &;, say &;, is not an extreme point of =. Since
= is equal to the convex hull of Ext(Z), there exist points ey, ..., e, € Ext(Z) and
t; € (0,1), with 377", ¢; = 1, such that § = 37" ¢;e;. Consider the probability
measure

P = a1 27:1 tjA(ej) + Zf:? azA(fz)

Since U(-) is an affine mapping we have that

Ep[0()] = a1 37 650(e) + X, as(6)
= 041\1/(2?1:1 tjej) + + 25:2 aij(fz>
= V(&) + Zfzz @ U(&) = Ep-[V(E)].

Therefore P’ satisfies the feasibility constraints Ep[¥(£)] € S as well as P*. Now by
convexity of ¢y we can write

Epfto(§)] = a1 X 75 tivbole)) + kazg a;tho(&:)
a1t > i tjij) + D img qitho(&i)
= a1o(&1) + Dy @itbo(&i) = Ep[tho(§)]-
It follows that there exists an optimal solution with a finite support of a set of extreme

points. It remains to note that by Theorem 2.11 this support can be chosen to have
no mote than ¢ 4+ 1 points. §

v

We can view problem (2.110) as an optimization problem over the linear space &
of finite signed measures, subject to the respective constraints, and hence to compute
its (Lagrangian) dual. Assume now that the set S := u—C, where € R? and C C R?
is a closed convex cone. By C* we denote polar (negative dual) of C,

Cr .= {yERq:yTz§0, VzEC}.
Consider the Lagrangian of problem (2.110):

L(P, X0, A) = [oto(§)dP(E) + Xo (1 — [2dP(€)) + AT (2 U(E)dP(E) — )
= [ (o(€) = Ao+ ATE(€)) dP(€) + Ao — ATy,
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We have that
ot L) { S @), it LdP =1, ¥R €n—C

Mo€R, AeC* , otherwise.
Therefore problem (2.110) can be written as

Max inf  L(P, Ao, A). (2.113)
P>=0 Ao€R, AeC*
The corresponding Lagrangian dual is obtained by interchanging max and min
operators in (2.113). Now

Ao — AT, if (&) = Ao+ ATW(E) <0, E€F,

sup L(P, Mg, \) = { +00, otherwise.

P-0

[

This can be verified by considering atomic measures P = aA(§), a > 0, £ €
Therefore the (Lagrangian) dual of (2.110) is the problem

Min Ao — A
Mo€R, AeC* (2.114)
st Po(§) =M+ ATE(E) <0, €.

In particular, if C = {0}, i.e., S = {u} is a singleton, then C* = R9. Problem (2.114)
involves infinite number of constraints (unless the set = is finite) and such problems
are called semi-infinite programming problems.

We have that the optimal value of the dual problem (2.114) is always greater
than or equal to the optimal value of the primal problem (2.110). There are various
regularity conditions ensuring that these optimal values are the same, i.e., there is
no duality gap between problems (2.110) and (2.114). We can consider the minimax
problem (2.113) in the framework of the dual problems (2.40) and (2.41). Note that
L(P, Ao, M) is linear and hence convex in (Mg, A). Therefore by Theorem 2.3 we have
the following result.

Theorem 2.14 Suppose that the set = is compact, the set M is nonempty, and the
functions ¢; : = — R, i = 0,1,...,q, are continuous. Then the optimal values of
problems (2.110) and (2.114) are equal to each other and problem (2.110) has an
optimal solution.

Also we have that there is no duality gap between problems (2.110) and (2.114) if
the semi-infinite programming problem (2.114) has a nonempty and bounded set of
optimal solutions (compare with Theorem 2.4).
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Consider now the minimax problem (2.1) with the set 9t defined in (2.107). Sup-
pose, as above, that § := u — C. Then for a given x € X the corresponding max-
problem is a problem of moments with dual of the form (2.114). That is, we can write
the following dual of problem (2.1)

Min Ao — ATp
TEX, MoER, \EC* (2.115)
s.t. F(z,&) = X+ A€ <0, £€E.

By Theorem 2.14 we have that if the set = is compact, the set 99T is nonempty, the
functions ¢; : =2 - R, i =1,...,q, and F(x,), z € X, are continuous, then there is
no duality gap between problems (2.1) and (2.115).

Suppose, further, that we are in the setting of two-stage linear programming,
ie., F(z,8) = c'z + Q(z,§), where Q(z,€) is the optimal value of the second
stage problem (2.4). The inequality constraints of problem (2.115) can be written
as v(z, ) < Ao, where

v(z, A) = sup {F(z,&) + \TU (&) }.

£eE

Recall that Q(x,&) is equal to the optimal value of the dual problem (2.7), provided
WTr < ¢ has a feasible solution, and hence

v(z,A) = sup  {cTz+7"(h—Tz)+ATU(&)}.

ce=Z, mWTn<q
Consequently, the dual problem (2.115) can be written as
: T
o= A
s.t. Ax =0, x>0, A\ € C*, (2116)
T+ (h—Tz)+ \NTU(E) < N\, E€Z,
Wir<gq, £€E,

with & = (¢, T, W, h).

2.8 Ambiguous Chance Constraints

Consider a chance constraint of the form
P{C(z,w) <0} >1—-a. (2.117)

Here P is a probability measure on a measurable space (2, F), C' : R" x Q@ — R
is a random function and a € (0,1) is a small number representing the specified
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level for probability of violating the constraint C'(x,w) < 0. It is assumed in this
formulation of chance constraint that the probability measure (distribution), with
respect to which the corresponding probabilities are calculated, is known. Suppose
now that the underlying probability distribution is not known exactly, but rather
is assumed to belong to a specified family of probability distributions. Optimization
problems involving such constrains are called ambiguous chance constrained problems.

For a specified uncertainty set 9 of probability measures on (2, F), the corre-
sponding ambiguous chance constraint defines a feasible set X C R™ which can be
written as

X:={zeR": P{C(z,w) <0} >1—a, VP € M}. (2.118)
We have that

P{C(z,w) <0} =1—- P{C(z,w) >0} =1 —Ep[ly,],
where 1,4, is the indicator function of the set
Ay, ={weQ: C(z,w) >0}
Therefore we can write X as follows
X ={z e R":suppegmEp[la,] < a}. (2.119)

Consider a coherent risk measure p : 2 — R with Z = £,(Q,F, P), where

P is a reference probability measure. Let Q be the corresponding set of probability

measures in the dual representation (2.55) of p. Recall that £ is formed by probability

measures which are absolutely continuous with respect to the reference measure P.

For the uncertainty set 9t = Q of probability measures we can write the feasible set
X as

X={zeR":p(1ly,) <a}. (2.120)

Suppose, further, that the risk measure p is law invariant. Then for A € F the
quantity p(14) depends only on P(A). Indeed, if Z := 1,4 for some A € F, then its
cdf H(z) := P(Z < z) is

0, it z <0,
H(z)=¢ 1—-P(A), if 0<2z<1,
1 i 1<z,

?

which clearly depends only on P(A).

Definition 2.5 Let7 := {P(A): A€ F} andp: Z — R be a law invariant coherent
risk measure. We associate with p function ¢, : T — R defined as p,(t) == p(1a),
where A € F is any event such that P(A) =t.
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The function ¢, is well defined because for law invariant risk measure p the quan-
tity p(14) depends only on the probability P(A) and hence p(14) is the same for
any A € F such that P(A) =t for a given ¢t € 7. Clearly 7 is a subset of the
interval [0,1], and 0 € 7 (since ) € F) and 1 € T (since Q € F). If P is a nonatomic
measure, then for any A € F the set {P(B) : B C A, B € F} coincides with the
interval [0, P(A)]. In particular, if P is nonatomic, then 7 = [0,1]. Unless stated
otherwise we assume in the remainder of this section that the reference measure P is
nonatomic.

Consider the Average Value-at-Risk measure p(-) := AV@QR,(-), v € (0,1]. By
direct calculations it is straightforward to verify that for any A € F,

v IP(A), if P(A) <,

AVEAR,(14) :{ 1, if P(A) > .

Consequently the corresponding function ¢, can be written as

71 .
_ it te0,1],
90/’_{ 1 if te(y1]. (2.121)

For p(-) := AVQRg(-), i.e., for p := esssup(-), we have that ¢,(t) = 1 for ¢t € (0, 1],
and ¢,(0) = 0. That is, in that case the function ¢,(-) is discontinuous at 0.

Now let p := > A\ip; be a convex combination of law invariant coherent risk
measures p;, ¢ = 1,..,m. For A € F we have that p(14) = >./" Aipi(14) and
hence ¢, = > 7", N\ip,,. By taking p; := AV@R,,, with v, € (0,1], ¢« = 1,...,m, and
using (2.121), we obtain that ¢, : [0,1] — [0,1] is a piecewise linear nondecreasing
concave function with ¢,(0) = 0 and ¢,(1) = 1. More generally, let 1 be a probability
measure on [0, 1] and p := fol AV@R,dy(y). In that case the corresponding function
¢, : [0,1] — R becomes a nondecreasing concave function with ¢,(0) = 0 and
©,(1) = 1 (it could be discontinuous at t = 0 if Z = L(Q, F, P)). By employing
Kusuoka Theorem this allows to give the following characterization of functions ¢,.

Proposition 2.2 Let Z := L,(,F,P), p € [1,00), and p : Z — R be a law
wnvariant coherent risk measure. Suppose that the reference probability measure P is
nonatomic. Then ,(-) is a continuous nondecreasing function defined on the interval
0, 1] such that ¢,(0) = 0 and p,(1) =1, and ¢,(t) >t for all t € [0,1]. Moreover,
if the risk measure p is comonotonic, then the function ¢,(-) is concave. Conversely,
if ¢ :[0,1] — R is a continuous concave function with ¢(0) = 0 and ¢(1) = 1, then
there exists a law invariant coherent comonotonic risk measure such that ¢ = ¢,,.

Proof. If the law invariant coherent risk measure p is comonotonic, then by Theorem
2.8 it can be represented in the form (2.68) for some probability measure p on the
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interval [0,1]. Consequently it follows that the corresponding function ¢, (-) is concave,
nondecreasing on [0,1] with ¢,(0) = 0 and ¢,(1) = 1, and hence ¢,(t) > ¢ for all
te0,1].

For p not necessarily comonotonic we have by Theorem 2.7 that p(-) can be written
as a maximum of risk measures of the form fol AV@R, dy(vy) for some collection of
probability measures u. It follows that p is concave and nondecreasing on [0,1] with
©,(0) =0 and ¢,(1) = 1.

As far as continuity of ¢,(-) is concerned we can argue as follows. Let ¢, € [0, 1]
be a monotonically increasing sequence tending to t*. Since P is a nonatomic, there
exists a sequence A; C Ay C ..., of F-measurable sets such that P(Ay) = t for all
k € N. It follows that the set A := U Ay is F-measurable and P(A) = t*. Since
1,4, converges (in the norm topology of Z) to 14, it follows by continuity of p that
p(1ya,) tends to p(14), and hence @,(tx) tends to ¢,(t*). In a similar way we have
that ¢, (tx) — ¢,(t*) for a monotonically decreasing sequence t;, tending to ¢*. This
shows that ¢, is continuous.

Now let p := > NAV@R,, be a convex combination of Average Value-at-Risk
measures. By using formula (2.121) for the corresponding functions ¢, it is not diffi-
cult to see that any continuous concave piecewise linear function ¢ : [0,1] — R, with
#(0) = 0 and ¢(1) = 1, can be represented as ¢ = ¢, for an appropriate choice of
weights \; and points v; € (0, 1]. By arguments of passing to the limit we obtain that
for any continuous concave function ¢ : [0, 1] — R, with ¢(0) = 0 and ¢(1) = 1, there
exists a measure p on the interval (0, 1] such that ¢ = ¢, for p := fol AV@R, dpu(7y).
This completes the proof. g

Consider the set X of the form (2.120) with the reference measure P being
nonatomic, Z = L,(Q,F,P), p € [1,00), and p : Z — R being a law invariant
coherent risk measure. Then by Proposition 2.2, we have that this set X can be
written in the following equivalent form

X ={z:P{C(z,w) <0} >1—a"}, (2.122)

where a* := ¢, (). That is, X can be defined by a chance constraint with respect
to the reference distribution P and with the respective probability level 1 —a*. Since
©,(t) > t, for any t € [0, 1], it follows that o* < a. We have the following.

e For a certain class of uncertainty sets 9, the ambiguous chance constrains of the
form (2.118) can be reformulated in the (usual) form (2.117) for an appropriate
choice of the probability level 1 — a* > 1 — «.

Of course, the class of such uncertainty sets 991 is somewhat specific, see Theorem 2.6
for a description of such uncertainty sets.
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For instance, let Z := £;(2, F, P) and p(Z) := (1 — §)E[Z] + SAVQR,(Z), where
3,7 € (0,1) and the expectations are taken with respect to the reference distribution
P. Then

1— “19), ifte |0
() = (1=B+~7'9), it e [0,7], (2.123)
It follows that for this risk measure and for a < 5+ (1 — )7,
o
¥ = . 2.124
R TC (2124

In particular, for 5 =1, i.e., for p = AV@QR,, we have that a* = ya.
As another example consider the mean-upper-semideviation risk measure of order
p. That is, Z := L,(Q, F, P) and

mzy:Ew]H(E“Z—Ewmjym
. We have here that p(14) = P(A) + c[P(A)(1 — P(A))?]"/?, and hence
0,(t) =t +ctP(1—1), te|0,1]. (2.125)

In particular, for p = 1 we have that ¢,(t) = (1 + ¢)t — ¢t?, and hence

., l4e—/(1+0)?—4ac
= 5 :

(0%

(2.126)

Note that for ¢ > 1 the above function ¢,(-) is not monotonically nondecreasing on
the interval [0,1]. This should be not surprising since for ¢ > 1 and nonatomic P,
the corresponding mean-upper-semideviation risk measure is not monotone.

2.9 Stochastic Programming with Equilibrium Constraints

In this section we discuss stochastic programming where the second stage problem is
given in a form of equilibrium constraints. Consider the following two stage problem.
Assume that, at the second stage, there are m players who are supposed to reach
a Nash equilibrium. That is, with each player i € {1,...,m} is associated a set
Y, C R™ and a payoff function f; : J — R, where ) := Y; x --- x V,,,. If each
player i chooses respective strategy y; € ), resulting in the strategy profile y =
(Y1, -, Ym) € Y of all players, then a player i obtains payoff f;(y). The payoff of
an individual player ¢ depends on his strategy y; as well as the strategy of the other
players y_; == (Y1, .o, Yi—1, Yit1, ---» Ym)- A Nash equilibrium is reached if no player can
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do better by unilaterally changing his strategy. Formally, § € ) is a Nash equilibrium
strategy if
Ui € arg mi)r} fiyi,g—i), i=1,...,m (2.127)
Yi€Ji

(with some abuse of notation we write here (y;,y_;) for the corresponding vector
yey).

Suppose now that there is a first stage player (referred to as the authority) that
can control the payoff functions of the second stage players. That is, each payoff
function depends on a vector x € X C R" decided by the authority. The purpose
of the authority is to minimize an overall cost, which is a function of x and of the
Nash equilibrium strategy y. Suppose, further, that the cost and payoff functions
depend on a random data vector &, whose probability distribution is supported on a
set = C R? and that a realization of random data is not known to the authority at
the time its decision should be made. That is, given a first stage decision z € X, at
the second stage after a realization of the random data £ becomes known, the players
reach a Nash equilibrium g = g(z, §), i.e.,

y; € arg mi)r} filz,yi,y-i, &), i=1,...,m. (2.128)
Yi€li

Consequently, for a specified cost function ¢: X x Y x = — R, the first stage cost is
a function of x and & and is given by c(x, g(z,£),&) . The goal of the authority can
be formulated as minimizing the resulting cost ¢(z, g(x,§),£) on average. This leads
to the following stochastic programming problem

MinE[c(r, 7(r,€), )], (2.129)
where the expectation is taken with respect to the probability distribution of the
random vector &.

Implicit in the above formulation (2.129) is the assumption that for every z € X
and almost every (a.e.) &, the corresponding Nash equilibrium y = y(z, €) is attained
and is unique. In general, let us denote by &(x,&) the set of Nash equilibrium points
y(x,&) € Y. This set can be empty if no Nash equilibrium strategy exists, or may
contain more than one point. Then we can consider the following two stage stochastic
programming problem

Min E(Q(@, )] (2:130)

where Q(z, &) is the optimal value of the problem

Min ¢(x,y,§). 2.131
Min el y,¢) (2.131)
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By the definition Q(z, &) := 400 if the set &(x, ) is empty, i.e., the respective Nash
equilibrium is not attained.

If &(x,&) may have more than one point, then from the point of view of the
authority the above formulation (2.130)-(2.131) is optimistic since it assumes that
the corresponding Nash equilibrium will be attained at a favorable to the authority
point giving the minimal cost value. The corresponding pessimistic approach will
be to consider the worst case for the authority, that is, to replace the second stage
problem (2.131) by the maximization problem

Max c(x,y,§). 2.132
Max c(a,.€) (2.132)

Of course, if &(x,¢&) = {y(z,€)} is a singleton (i.e., the Nash equilibrium is attained
and is unique) for all z € X and a.e. £, then the optimistic formulation (2.130) and
(2.131) is the same as the pessimistic formulation (2.130) and (2.132), and both for-
mulations coincide with problem (2.129). Formally, the maximization problem (2.132)
has value —oo if the set &(x, &) is empty. Therefore, if for some z € X, the respective
Nash equilibrium is not attained with positive probability, then E[Q(Z,&)] = —oo,
and hence  becomes an optimal solution of the corresponding first stage problem.
This is problematic, to say the least, and thus models with no equilibria should be
avoided.

Suppose that the set = = {1, ..., k} is finite, i.e., there is a finite number of
scenarios &1, ..., £ with respective probabilities py, ..., px. Then the two stage problem
(2.130)—(2.131) can be written in the following equivalent form as one large problem

K
. k
Min ;; pre(@, y*, &) (2.133)

x’ylv"wy

subject to v € X, gk e€(x,&), k=1,.., K,

by making one copy 4* of the second stage vector for every scenario &,. For general,
not necessarily finitely supported, distribution of £ we can consider y(§) as a (mea-
surable) function of ¢ and hence to write the following equivalent of the two stage
problem (2.130)—(2.131):

Min— Ele(z, y(¢), ¢)) (2.134)

subject to x € X, y(§) € &(x,§), ae € =.

In this formulation, the optimization is performed over a finite dimensional vector x €
R™ and over functions y(§) in an appropriate functional space. If = = {&;,..., &k} is
finite, then every such function y(£) can be associated with a vector (y(&1), ..., y(éx)),
and hence the formulation (2.133) follows (compare with (2.12) and (2.13)).
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Suppose now that the sets ); are convex and closed and the functions f;(z,y, &)
are differentiable with respect to y;, ¢ = 1,...,m. Then the necessary optimality
conditions for (2.128), i.e., for g; to be a minimizer of f;(x,y;,y_;,§) over y; € V;, can
be written as

=V fiz,9,8) € Ny, (%), i =1,....m, (2.135)

where Ny, (7;) denotes the normal cone to the set ); at ¢;. Moreover, the above
conditions (2.135) are also sufficient if each function f;(y) is convex in y;.
Conditions (2.135) can be written as the following variational inequality:

—F(2,9,€) € Ny (), (2.136)

where

F(x7y7£) = (vylfl(xayag)a"'7vymfm<x7y7£>> .

Note that Ny (y) = Ny, (y1) X -+ X Ny, (ym) for y = (y1, ..., ym) € Y and Ny(y) = 0
for y ¢ Y, and hence conditions (2.135) and (2.136) are equivalent. This motivates to
consider two stage stochastic problem with the first stage of the form (2.130) and with
the second stage value Q(x, &) defined as the optimal value of the following problem:

1\/2)1}1 c(z,y,&) subject to — F(x,y,&) € Ny(y). (2.137)
y

The two stage stochastic problem (2.130) and (2.137) can be also written in the
following equivalent form:

Min  Efe(.y(6).6) 0155,

subject to = € X, —F(x,y(£),&) € Ny(y(§)), aeé € E.

In particular, if the set = = {1, ..., &k} is finite, then problem (2.138) takes on the
form:

K
Min pre(@,y*, &) (2.139)

zyt..yk g

subject to T E X, —F(x,y% &) e Ny(yh), k=1,.., K.

Such two stage stochastic problems are called Stochastic Mathematical Programming
with Equilibrium Constraints (SMPEQ) problems (cf., [16]).

As it was discussed earlier, SMPEQ problems could be conceptually problematic
unless the equilibrium solution set &(z,¢) is a singleton for all z € X and a.e. &.
Conditions ensuring existence and/or uniqueness of a solution of a variational in-
equality, such as (2.136), are well known. A simple sufficient condition for existence
of a solution of a variational inequality

—F(y) € Ny(y) (2.140)
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is that the function (mapping) F(y) is continuous and the set ) is convex and com-
pact.

Indeed, let Iy (y) := argmin,cy ||y — z|| be the metric projection of y onto
Y. It is not difficult to show that i is a solution of (2.140) iff

Iy(y — F(y)) =¥,

i.e., § is a fixed point of the mapping ®(y) := Iy (y — F(y)). The metric
projection Iy (-) is continuous and since F'(-) is continuous, we have that
®(+) is continuous. Since ) is convex and compact, it follows by Brouwer’s
Fixed Point Theorem that mapping ® : ) — Y has at least one fixed
point.

Suppose, further, that F'(y) is strictly monotone, i.e.,

(Fly) = FW) (y—y) >0, Vy,y €V, y#y. (2.141)
Then the solution is unique (if it exists).

Indeed, let §j and § be two solutions of variational inequality (2.140). Then
F(y)" (4 —9) > 0and F()"(§ — ) > 0. It follows that

(F@) - F@)' @-9) <0,
which contradicts (2.141), if § # 9.

Note that if F(y) = (Vy, f1(v), ..., Vy,, fm(y)), i.e., the mapping F(y) corresponds to
the Nash equilibrium condition (2.127), then it is strictly monotone if each function
fi(yi,y—;) is strictly convex in y;.

3 Multistage Problems

3.1 Risk Neutral Formulation

In a generic form a T-stage stochastic programming problem can be written as

th%\./)[’ijlmﬂ(.) E[Fl(xl) + F2(x2(€[2])7 52) +...+Fr (xT(g[T])a ST) } (31)

s.t. T € &Y, xt(ﬁ[t]) € Xt(xt—l(f[t—l])agt% t=2,..,T.

Here &1,&,...,&r is a random data process, x; € R™, t = 1,...,T, are decision
variables, F; : R™ x R% — R are measurable functions and &; : R™! x R%* — R™,
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t=2,...,T, are measurable closed valued multifunctions. The first stage data, i.e.,
the vector &, the function F; : R™ — R, and the set A} C R™ are deterministic.
By &y = (&, ..., &) we denote history of the process up to time ¢t = 1,...,7. We use
the same notation & for random vectors and their particular realizations, which of
these two meanings will be used in a specific situation will be clear from the context.
It is said that the process &1, ..., &r is stagewise independent if random vector & is
independent of § = (&1,...,&), t =1,...,7 — 1.

Optimization in (3.1) is performed over feasible policies (also called decision rules).
A policy is a sequence of (measurable) functions z; = x4(§), t = 1,...,7. Each
r¢(&y) is a function of the data process £y up to time ¢, this ensures the nonantic-
ipative property of a considered policy. A policy™® z;(-) : R4 x --- x R* — R™,

t=1,...,T, is said to be feasible if it satisfies the feasibility constraints for almost
every realization of the random data process, i.e.,
xt(f[t]) € Xt(ﬂft—l(f[t—l])a gt)a t=2,...,T, wp.l (3-2)

Since optimization in (3.1) is performed over policies, which are elements of appropri-
ate functional spaces, formulation (3.1) leads to an infinite dimensional optimization
problem, unless the data process &1, ...,&r has a finite number of realizations. This
is a natural extension of the formulation (2.12) of the two-stage problem.

In formulation (3.1) the expectations are taken with respect to a specified proba-
bility distribution of the random process &;, ..., 7. The optimization is performed on
average and does not take into account risk of a possible deviation from the average
for a particular realization of the data process. Therefore we refer to formulation
(3.1) as risk neutral.

The multistage problem is linear if the objective functions and the constraint
functions are linear, that is

Ft(xtaft) = CtTfL‘m X = {fl Ay = by, 1 > 0},

3.3

Xt('rt—lagt) = {l‘t . Btl't_l + Atwt = bt7 Tt 2 O}, t= 2, c ey T ( )
Here & := (cy, By, Ay, b)) € R% t =2 ..., T, are data vectors, some/all elements of
which can be random, and &; := (c1, Ay, b1) is the first stage data which is assumed

to be known (nonrandom).

Recall that if X and Y are two random variables, then'* E[X] = E{E[X|Y]}, i.e.,
average of averages is the total average. Therefore we can write the expectation in

13In order to distinguish between a function z¢(&) and a vector 2; € R™ we often write x(-) to
emphasize that this denotes a function.
MBy E[-|Y] or Ejy[-] we denote the conditional, with respect to Y, expectation operator.
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(3.1) as'®

E [F1(551> + Fo(22(§p2)), &) + - + Fr (13T71(£[T—1})>§T71) + Fr (xT(ﬁ[T]),fT)}
= K¢, [ T E\&[ng] [EIE[TA] [F1 (1) + F2($2(§[2])7 &)+ ...

+Fr_y (fol(g[T—l])ngfl) + Fr (IT(f[T])a gT)H]
= Fi(21) + Eg [F2(372(5[2])> §a) +.. + E\ng_Q] [FT—l (ZUT—l(f[TA]), 5T—1) ]

Eigy_y [Fr (er(Em) &) ]
(3.4)
This decomposition property of the expectation operator, together with an inter-
changeability property of the expectation and minimization operators (see Theorem

2.1), leads to the following equivalent (nested) formulation of the multistage problem
(3.1)

MinFl(x1)+E{ inf Fg(m2,§2)+E[---+E[ inf FT(xT,gT)}H,

T1EX T2€X2(11,£2) zreXr(xr_1,€T)
3.5)

and is a basis for deriving the dynamic programming equations. That is, going back-
ward in time the so-called cost-to-go (or value) functions are defined recursively for
t="1T,..,2, as follows

Q: (%ﬁ—hf[t]) = inf ) {Ft(xtaft) + Qi (ﬂﬁnf[t]) }, (3-6)

2t €Xe(xs—1,6¢

where
Qi1 (l'taf[t]) =E {Qt+1 (xt7§[t+1}) ‘f[t]} ) (3-7)

with Qry1(+,-) = 0 by definition. At the first stage the following problem should be
solved

Min Fl(l'l) + E [QQ (1'1, 52)] . (38)

r1EX]

The optimal value of the first stage problem (3.8) gives the optimal value of the
corresponding multistage problem formulated in the form (3.5), or equivalently in the
form (3.1).

A policy z¢(§y), t = 1,...,T, is optimal if Z, is an optimal solution of the first
stage problem (3.8) and for t =2,...,T,

ft(f[t]) € arg min {Ft(l“t;ft) + Qi1 (me[t])} , w.p.l. (3-9)
xté&(@-ﬂf[fﬂ]),&)

50f course, since & is deterministic, B¢, [-] = E[-]. We write it here for the uniformity of
notation.
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In the dynamic programming formulation the problem is reduced to solving a sequence
of finite dimensional problems, indexed by ¢ and depending on .
At stage t =T we have

Qr (folygT) = inf FT(I'T,fT) (3.10)

xr€Xr(TT_1,8T)

and

QT(fola f[T—l]) =K [QT ('rTfla fT) |£[T—1ﬂ . (311)

Suppose now that the data process is stagewise independent. Then &7 is indepen-
dent of {r_qj, and hence Qr(xp_1) = E[Qr (zr-1,&r)] does not depend on {p_q;.
Consequently for t =T — 1,

Qr-1 (r7-2,61-1) = inf ) {FT—1($T—1,€T—1) + QT(IET—1)}, (3.12)

rr_1€XT_1(TT 2,671

and hence by the stagewise independence it follows that Qp_;(z7_5) is independent
of §ir_y. And so on, by induction in ¢, we obtain the following result.

Proposition 3.1 Suppose that the data process is stagewise independent. Then the
(expected value) cost-to-go functions Qu(xy), t = 2,...,T, do not depend on the data
process.

3.1.1 Multistage Linear Programs

Consider the linear case with the corresponding data of the form (3.3). The nested
formulation (3.5) of the linear multistage problem can be written as

Min ¢z, +E min ~ cyay +E [ 4+ E| min c}xTH . (3.13)
Ajz1=by Bax1+Azxo=b2 Brxzr_1+Arzr=br
x1>0 x2>0 x>0

The dynamic programming equations here take the form
Q1 ($t—1, g[t]) = iglﬁlf {C;rfl?t + Qi (fftaf[t}) : Byvyy + Ay = by, 1y > 0}7 (3-14)

where

Qi1 (xtag[t]) =K {Qt+1 (ﬁt,f[tﬂ}) ’5[7&]} . (3-15)

Proposition 3.2 In the linear case the cost-to-go function @, (xt_l, f[t]), t=2,..T,
1S CONVET 1N Ti_1.
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Proof. For t =T we have that Qr (z7_1,&r) is given by the optimal value of the
following linear programming problem

M1>% C;CBT s.t. BTxT—l + ATZL‘T = bT. (316)
T

It is straightforward to verify that this optimal value is convex in xp_;. By similar
arguments and induction in ¢t =T — 1, ..., the proof can be completed. g

The dual of the linear problem (3.16) is the problem

Maxw}(bT — Brzr_q) s.t. A;TFT <er. (3.17)
T

Optimal values of problems (3.16) and (3.17) are equal to each other unless both
problems are infeasible. Assuming that Qr (rr_1,&r) is finite, we can write the
subdifferential of Qr (-, &r) at the point z7_; as

OQr (vr_1,ér) = —BLSr (201, 67), (3.18)

where Sy (x7_1,&r) denotes the set of optimal solutions of the dual problem (3.17).
Note that since problem (3.17) is linear, its optimal set Sy (z7_1,&r) is nonempty
provided its optimal value is finite.

By convexity of Qr (-,&r) we have that the corresponding expected value func-
tion Qp(-,&r—1]), defined in (3.11), is also convex. If Qp(-,{r—y)) is finite valued in
a neighborhood of the point x7_;, then its subdifferential can be taken inside the
expectation, that is

09y (xr-1,&r-1)) = Eigy_y, [0Qr (w11, &2)] - (3.19)

It follows that Qp(-,&r—q)) is differentiable at xp_y iff the set Sp (zr_1,&r) is a sin-
gleton, i.e., the problem (3.17) has unique optimal solution w.p.1 with respect to the
conditional distribution of &7 given §7_y).

For t =T — 1, ..., the (Lagrangian) dual of the optimization problem in the right
hand side of (3.14), which defines the cost-to-go function @, (a:t_l, 5[ﬂ>v is

Max {’ﬂ';r(bt — thtfl) —+ inf [(Cg— — 7T;I—At) Ty + Qt+1 (.fL't, f[t])] } . (320)

Tt x>0

In order to ensure that ) (xt_l,f[t]) is equal to the optimal value of the problem
(3.20), i.e., that there is no duality gap between problem (3.14) and its dual (3.20),
there is a need for constraint qualification. For example, the no duality gap property
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holds if the set of optimal solutions of the dual problem (3.20), denoted S; (fL‘t_l, Qﬂ),
is nonempty and bounded. In that case @, (-, f[t]) is continuous at x;_; and the
subdifferential
0Q: (ze-1, &) = —B[ S (221, &) - (3.21)
Suppose now that the data process is stagewise independent. Then the (expected
value) cost-to-go functions Q1 (x;) do not depend on the data (see Proposition 3.1).
Suppose, further, that the multistage problem (3.13) has a finite number of scenarios.
Then functions Q;,4 () are convex piecewise linear, i.e., can be written as maximum
of a finite family of affine functions oy + B x¢, @ € Z, with Z being a finite index set.
That is,
Qi1 (xy) = max {ait + ﬁ;'t_xt} ) (3.22)

Consequently, the cost-to-go function Q; (z;_1,&;) is given by the optimal value of the
linear program

Min cfay+ 2
zt€R"t z€R
s.t. tht,l —+ Atl't = bt, Tt Z O, (323)

Oéit—i‘ﬁ;xt <z, 1 €.

In that case there is no duality gap between problem (3.23) and its dual, and formula
(3.21) holds.

3.2 Lagrange Multipliers of Nonanticipativity Constraints

Consider the multistage stochastic problem (3.1). The optimization there is per-
formed over implementable policies satisfying the nonanticipativity condition. That
is, at stage t the decision w4(-) = x4({y) is a function of the history of the data
process available at time ¢ and does not depend on future observations!'¢ §i+1,1] =
({4415 - &r). We can reformulate this problem by allowing x(-) = x(&r]) to de-

pend on whole data vector ) = (&, ...,&r) and then writing the requirement of
nonanticipativity in the following form of constraints
xt(gm) = E[xt(f[T])lg[t]L t=1,...T—1, (3.24)

which should hold w.p.1, i.e., for a.e. &j. The above constraints (3.24) ensure that
x4(-) does not depend on &1 1) and is a function £y alone.
With problem (3.1) and constraints (3.24) is associated the following Lagrangian

L(a(),A0) = B S, F@(€m). &) + 05 M€ (20(§m) — Elwlm)léa) }

16We denote by §1s,4 = (&s, -+, &) history of the process from time s to time ¢ > s. In particular,
&, = & and &g = &
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where z(-) = (1(+), ..., xzp(+)) and A(-) = (A (),..., A\r—1(-)). Note that the Lagrange
multipliers A; (+), ..., Ar—_1(+), as well as the decision variables x;(-), ..., 7 (-), are viewed
here as elements of an appropriate functional space. Note also that

Elgy {2:({m) — Bleu(§m)l€e]} =0
and hence replacing A;(§r)) with Ai(§ry) — Ejg, [Ae(§ry)] does not change the above

Lagrangian.
Therefore by rewriting the Lagrangian as

La().A0) = E{TL, Aln(en).&) + S5 Men)Tnlgn ). (329

we can write problem (3.1) in the following minimax form

%EHXAS(I;EAL@() S AL)), (3.26)

where
A= ) ENEm)I) = 0w, ¢ = 1o T — 1), (3.2
= {SL’ Ty f[T] S Xt(xt 1(£[T) ft) W.p.l, t— 1, ...,T}. (3.28)

This leads to the following dual of the problem (3.1):

M inf L(x(-),A(+)). 3.29
Max inf L(z(-), A() (3.29)
For the linear multistage problem (3.13) with a finite number of scenarios, both
the primal and dual problems are linear programming problems. Consequently, if
moreover the primal problem has a finite optimal value, then there is no duality gap
between problem (3.13) and its dual (3.29) and both problems have optimal solutions.

3.2.1 The Two Stage Case

Consider the two stage case, i.e., T'= 2. Then we can write the dual problem (3.29)
as

Max —inf E[F(21(€)) + Q(x1(£), &) + A(€)Ta1(€)], (3.30)

AC)EN=021 ()X
where Q(71,§) is the optimal value of the second stage problem. We have that
(Z1(-), A(*)) is a saddle point of the problem (3.30) iff Z(-) = 7, is an optimal solution
of the (first stage) of the primal problem, A(-) is an optimal solution of the dual
problem and there is no duality gap between these problems. By interchanging the
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minimization and expectation operators (see Theorem 2.1) we have that, for a given
A(+), an optimal solution Z(-) of the minimization problem in (3.30) is characterized
by

71(€) € arg min {Fy (1) + Q(a1, €) + M€} (3:31)

Suppose that the problem is convex, i.e., the set X} is convex and the functions
Fi(z1) and Q(z1,£) are convex in x; € R™. Then 7, = 7;(£) is a minimizer of
Fi(z1) 4+ Q(21,€) + M(§)x1 over z; € Xy iff 7; € A} and

0 € OF1(Z1) + 0Q(Z1,&) + A (&) + N, (T1), (3.32)

provided Q(-, &) is finite valued in a neighborhood of z;. The solution z(§) = Z; is
constant (does not depend on &) if

—\(&) € OF1 (%) + 0Q(Z1, &) + Nx, (T1). (3.33)

By taking expectation of both sides of (3.33) and interchanging the expectation and
subdifferentiation operators we obtain that (3.33) implies that

—E[\ € 0F(z1) + 09(%1) + Nx, (71), (3.34)
where Q(z1) := E[Q(z1,£)]. We also have that the condition
0 € OF (1) + 0Q(Z1) + Nx, (T1) (3.35)

is necessary and sufficient for z; € X} to be an optimal solution of the first stage
problem. It follows that if 7; € &} is an optimal solution of the first stage problem,
then we can choose a measurable selection A(§) satisfying (3.33) such that E[\] = 0.

It follows that (Z1, A(+)) is a saddle point of the problem (3.30) (see [30, section 2.4.3]
for details).

e Let Z; be an optimal solution of the first stage problem. Suppose that the
problem is convex and Q(z;) := E[Q(x1,&)] is finite valued in a neighborhood
of Z;. Then there is no duality gap between the primal and dual problems
and a measurable function A(¢) is the corresponding Lagrange multiplier if the
following condition holds

“XE) € OF,(11) + 0Q(51,€) + Ny, (71) and EN =0.  (3.36)

Suppose, further, that Fj(-) is differentiable at z; and Q(-, ) is differentiable at
Z1 w.p.1. Then condition (3.36) becomes

—\&) € VFI(T1) + VQ(Z1,§) + Ny, (1) and E[N] = 0. (3.37)
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Even so the Lagrange multiplier may be not defined uniquely if Z; is a boundary
point of the set A} and hence the normal cone Ny, (Z;) is bigger than {0}. By (3.35)
we have that

0 € VEI(Z1) + VO(T1) + Nu, (71). (3.38)
Therefore the Lagrange multiplier can be written in the following form
AE) = VQ(T1) — VQ(71,€) — u(é), (3.39)

where p(€) can be any measurable function such that
(&) € VFI(Z1) + VQ(Z1) + N, (71) and E[u] = 0. (3.40)

In particular, because of (3.38), we can take () = 0.

3.3 Conditional Risk Measures

With every law invariant risk measure p is associated its conditional analogue. That
is, let Z be a random variable and Y be a random vector. Since p is law invariant, p(Z)
is a function of the distribution of Z € Z. Consider the conditional distribution of Z
given Y = y, and value of p(-), denoted p(Z|Y = y), at this conditional distribution.
Note that p(Z|Y = y) = ¢(y) is a function of y, and hence ¢(Y) is a random
variable. We denote this random variable ¢(Y') as p(Z]Y’) or py(Z) and refer to
pry () as conditional risk measure. Of course, if Z and Y are independent, then the
distribution of Z does not depend on Y and hence in that case pjy(Z) = p(Z).

To be more precise let us consider the following construction. Let (X,Y) € R% x
R% be a random vector having probability distribution P supported on (closed) set
= C RY, where d = d; + ds, equipped with its Borel sigma algebra B. Consider
the probability space (Z, B, P), the space Z := L,(Z, B, P) of measurable functions
Z : = — R having finite p-th order moment, and a law invariant coherent risk measure
p: 2 — R. We can view Z = Z(X,Y) as a function of random vector (X,Y), or as
a random variable defined on the probability space (Z, B, P).

We can write the dual representation of the conditional risk measure py as follows.
Given Y = y consider function Z,(-) := Z(-,y). We can view Z, as a random variable
whose (conditional) distribution is supported on the set =, := {z : (z,y) € Z}. For
the considered law invariant coherent risk measure p we have the corresponding dual
representation (2.53) of p(Z,) with the associated dual set A = 2, of density functions
¢:=, — R. That is

o (Z) = sup By [Z(X,Y)¢(X). (3.41)

Celly
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For example the conditional analogue of the mean-upper semideviation risk mea-
sure (2.57) is

py(Z) = Ey[Z] + A (Ew [[Z - EW[ZHZ])l/pv Z € Ly(S), F, P). (3.42)

The conditional analogue of VAR, (Z) is the left side (1 — a)-quantile of the condi-
tional distribution of Z given Y, denoted VAR, (Z|Y) or VQR,y(Z). Recall that
risk measure V@R, (-) is not coherent, it does not posses the subadditivity property
(2.51). Nevertheless the conditional analogue V@R, y () is well defined.

For a € (0, 1] the conditional analogue of AV@R,,(-) is

AV@R,y(Z) = inf {z+a "By [Z = 211}, Z € Li(Q,F. P). (3.43)

The set of minimizers of the right hand side of (3.43) is given by (1 — «)-quantiles
of the conditional distribution of Z, given Y, and is a function of Y. In particular,
z* = V@R, y(Z) is such a minimizer and hence

AV@R,y (Z) = VAR, (Z) + a "By [Z = VAR,y (Z)] . (3.44)
By (3.41) we also have the following dual representation
AVOR,jy(Z) = sup (B [Z(X,Y)C(X)] 10 < ¢ <o), B[) =1}, (3.45)

There is an alternative, and in a sense equivalent, approach to defining conditional
risk measures which is based on an axiomatic method (cf., [20],[24]). Both approaches
have advantages and disadvantages. Some properties could be easier seen in one ap-
proach than the other. We use here the above approach of conditional distributions
since it is more intuitive and seems to better suit the dynamic optimization setting.
Note that pjy inherits basic properties of the coherent risk measure p - monotonic-
ity, convexity and positive homogeneity. As far as the translation equivariance is
concerned, we have that

py(Z +h(Y)) = py(Z) + h(Y) (3.46)

for any measurable function h(y).

Since p(Z|Y’) is a random variable, we can condition it on another random vector
W. That is, we can consider the following conditional risk measure p[p(Z|Y)|W]. We
refer to this (conditional) risk measure as the composite risk measure and write it as
pw © pyy(Z). In particular, we can consider the composition p o pjy. The composite
risk measure p o py inherits basic properties of p. If p is a law invariant coherent risk
measure, then so is the composite risk measure p o pjy.
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The composite risk measures p o pjy can be quite complicated and difficult to
write explicitly (cf., [24, section 5]). In general, the composite risk measure p o py ()
depends on Y, and the equality

popy =p (3.47)

does not necessarily hold. For example, for nonconstant Y equation (3.47) does not
hold for p := AV@R, with a € (0,1). Of course, if Z and Y are independent, then
p(Z)Y) = p(Z) and hence p o py(Z) = p(Z). In particular, (3.47) holds if V" is
constant and hence Z is independent of Y for any Z € Z. Equation (3.47) holds for
any Y in at least in two cases, namely for p(-) := E(-) and p(-) := esssup(+).

3.4 Minimax and Risk Averse Multistage Programming

Consider the following minimax extension of the risk neutral formulation (3.1) of
multistage stochastic programs:

Min sup {EP [Fy(21) + Fo(22(E). &) + - .. + Fr (2r(&m), &r) ] }

z1,22(") 27 (") Pem

s.t. r1 € A, .Tt(f[t}) S Xt(xt_l(f[t,l]),ft), t=2....T.

(3.48)
Here 901 is a set of probability measures associated with vector (&, ...,&r) € R% x
- x R We assume that probability measures of the set 9 are supported on a
closed set = C R% x ... x R j.e., for every P € M it holds that P-almost surely
(&2, ...,&r) € Z. Formulation (3.48) can be viewed as an extension of the two-stage
minimax problem (2.1) to the multistage setting. As in the risk neutral case the

minimization in (3.48) is performed over feasible policies.

We can also view the above minimax formulation from the point of view of risk
measures. Let P be a (reference) probability measure!” on the set = equipped with
its Borel sigma algebra B and let Z := L£,(Z,B, P). That is, for p € [1,00) the
space Z consists of measurable functions Z : = — R viewed as random variables
having finite p-th order moment (with respect to the reference probability measure
P), and for p = oo this is the space of essentially bounded measurable functions
Z(&m). Consider a coherent risk measure p : Z — R. The corresponding risk averse

1"Unless stated otherwise all expectations and probabilistic statements will be made with respect
to the reference measure P.
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multistage problem can be written as

Z(&7))
%\/)Iin " p| Fi(z1) + Fa(x2(é), &) + ...+ Fr (xT(g[T])7£T) } (3.49)
z1,22(+),...,x (-
s.t. x € A, xt(é[t]) S Xt(xtfl(f[t—l])vft% t=2,...,T.

The optimization in (3.49) is performed over policies satisfying the feasibility con-
straints for P-almost every realization of the data process and such that the function
(random variable) Z(&71) belongs to the considered space Z.

Using dual representation (2.55) we can write this risk measure as

p(Z) =sup Eg|Z], VZ € Z, (3.50)
QEN

where £ is a set of absolutely continuous with respect to P probability measures on
(2, B). Consequently problem (3.49) can be represented in the minimax form (3.48)
with 9t = Q. There is a slight difference between respective formulations (3.48) and
(3.49) of robust multistage programs - the set Q consists of probability measures on
(Z, B) which are absolutely continuous with respect to the reference measure P, while
we didn’t make such assumption for the set 91. However, at this point this is not
essential, we will discuss this later.

In order to write dynamic programming equations for problems (3.48) and (3.49)
we need a decomposable structure similar to (3.4) for the expectation operator. At
every stage t = 2,...,T of the process we know the past, i.e., we observe a realization
&y of the data process. For observed at stage t realization {j we need to define
what do we optimize in the future stages. From the point of view of the minimax
formulation (3.48) we can specify conditional distribution'® of {4177 given &y for
every probability distribution P € 9 of {1y = (&g, {jet1,17)-

Consider a linear space Z of measurable functions Z(-) : Z — R, for example take
Z = L,(E,B, P), and sequence of spaces Z; C Z, C --- C Zp with Z, being the
space of functions Z € Z such that Z(£;71) does not depend on &1, ..., {&p; with some
abuse of notation we write such functions as Z;(y). In particular, Zp = Z and 2, is
the space of constants and can be identified with R. It could be noted that functions
Z; € Z; are defined on the set

= {{y eR® x - x R™ 3¢y € Z such that &y = 5[;]} ,

which is the projection of = onto R x - - x R%.

18Recall that £1s,4 = (&s5 -+, &) denotes history of the process from time s to time ¢ > s.
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Consider sequence of mappings g, 7(-) : 2 — Z;, t =1,...,T — 1, defined as
[01,7(2))(&§) = IEU%EPISM Z(&m)], Z € Z, (3.51)
€

where the notation Epj, means that the expectation is conditional on &y and with
respect to probability distribution P of &y = (&, §p+1,m). We assume that the
maximum in the right hand side of (3.51) is finite valued. Restricted to the space
Z;+1 C Z the mapping o, 7 will be denoted ¢, i.e., g, : Z,41 — Z; is given by

[0:(Z141)](&) = EU%EP\EM [Zi41(E))] s Zewa € Ziga. (3.52)
S

We also use notation Qt,Tlfm(Z) and gt|§[t](Zt+1) for [0 7(Z)](&y) and [0:(Z111)] (&),
respectively.

Remark 6 Note that, for the risk averse formulation (3.49), mappings Otlg,, are
not the same as the respective conditional risk measures pye, (discussed in section
3.3), associated with the risk measure p. Suppose, for example, that 7' = 3 and let
p:=AVQR,, a € (0,1). Here p: Z — R with Z being the space of random variables
Z = Z(&,&3) having finite first order moment. The dual set of p is

A={((&,&):0=2((&,&) <a™', E[¢(] =1},

and
0216, (Z) = ilelgEmQ [Z(&2,63)¢ (62, 63))- (3.53)

Suppose, further, that random vectors & and &3 are independent. Consider the set
A’ formed by densities ( € 2 which are functions of &3 alone, i.e.,

A ={C(&):0=¢(&) 2a™, E[(] =1}

Then
AVAR,e,(Z) = sup Eie,[Z(£2,&5)C(&)). (3.54)

Since " is a (strict) subset of 2, it follows that g.¢,(Z) > AVQR,,(Z), and the
inequality can be strict.

More specifically, let (X,Y) € R™™ be a random vector having uniform proba-
bility distribution P on a closed convex set = C R™. Let Q be a set of probability
distributions supported on =, absolutely continuous with respect to P with respective
densities bounded by a~! for some « € (0,1), i.e., Q is the dual set of measures corre-
sponding to AV@R,. Denote by 2 the set of respective densities, i.e., 2 is formed by
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densities f : = — Ry, [ f(x,y)dzdy = 1, such that f(z,y) < o' for all (z,y) € =.
Suppose that = = =; X Z5, where =; C R™ and Z, C R™ are convex closed sets with
nonempty interior. (The following arguments can be pushed through for any convex
set = with nonempty interior, we assume that = is given by a direct product of two

sets for the sake of simplicity.)
For a random variable Z = Z(X,Y') consider

oy (Z) = sup Eqyy[Z].
Qe

Given Y =y, with y € =5, and @ € Q with density f € 2 the conditional distribution
of X is defined by the conditional density

fX|Y<:U’y) = Cilf(xvy)a T c Ela

where ¢ = [ f(z,y)dz.

Let us observe that for § € Z,, the conditional density fxy(-|y) of @ € Q can be
any bounded density supported on the set Z;. Indeed, let g(x) be a bounded density
function supported on the set Z;. Choose a constant x > 0 such that kg(z) < ™!
for all z € Z; (such k exists since g(+) is bounded). Then there exists f € 2 such that
f(-,9) = kg(+). Indeed, choose a neighborhood N of § and define f(z,y) := kg(x) for
(x,y) € Z1 X N. Choose N small enough such that P(Z; x N) < 1 — «. Then for
y € E5\ N we can choose f(x,y) > 0 such that the total integral [_ f(z,y)dzdy = 1.

It follows that

o)y (Z) = esssupy (Z),

where esssupy(Z) is the conditional essential sup of Z given Y. Note that for a =1,
AVQR,(-) = E(-). In that case Q = {P} and oy (Z) = Ey[Z] is given by conditional
expectation.

Suppose now that the set 9 is given by a convex combination Q = A\{Q; + ... +
A, with ;, ¢ = 1, ..., r, being set of probability measures corresponding to AV@GR,,,
a; € (0,1). Then

sup Eqiy[Z] = A\ sup Eqiy[Z] + ... + A, sup Eqv[Z],
QEeN QEM QEQ,

and again gy (Z) = esssupy(Z). This can be extended to risk measures of the form

fol AV@R,du(a) for a probability measure p on (0,1) (with zero mass at « = 0 and
a = 1). Now if u has positive measure A at @ = 1, then since AVQR,(-) = E(-), it
follows that

oy (Z) = AEy [Z] + (1 — Aesssup)y (2).

O
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After observing value {j of the data process at stage ¢, it is natural to perform
future optimization at later stages using the conditional distributions of {1 7] given
- However, choice of the corresponding objective function is not unique. We
consider now the optimization (minimization) with respect to the conditional risk
mappings g; . This leads to considering the composite function

@(Z) = QLT(QZT .. (QT—LT(Z)) . ), = Z, (355)

denoted
0= 01700270 00T_17T-

Recall that mappings g:7(-) and g;(-) do coincide on 241, and hence

0=010020---0071_1

as well. Since Z; can be identified with R, we can view g : Z — R as a real valued
function, i.e., as a risk measure. Another possibility will be to use the conditional
risk measures Priey instead of Otlgy» We will discuss this later (see Remark 8 on page
66).

For the composite risk measure g the corresponding risk averse problem can be
written in the following nested form similar to (3.5):

Min F [ inf  F .
xlelz{'ll 1(1’1) +Ql|€[1] mze/\g%m,ﬁz) Q(ZEQ, 52) + Q2|€[2] [
tor gy inf Frler&)]]].

xr€Xr(xT_1,6T)

(3.56)

Note that each mapping ¢;, t = 1,...,7 — 1, in (3.56) can be equivalently replaced by
the respective mapping o 7.

For the nested formulation (3.56) it is possible to write dynamic programming
equations in a way similar to (3.6)—(3.7). That is, for t =T, ..., 2,

Q1 (xtflaf[t]) = inf ){Ft(ﬂft,ft) + Qi1 (l’uf[t}) }, (3.57)

e €Xe (wp—1,8¢

where
Qi1 ($t7§[t]) = Otlgyy [Qt—i—l ($t7§[t+1])] ) (3-58)
with Qr41(-,-) = 0 by definition.

In order to see a relation between formulation (3.48) (formulation (3.49)) and the
corresponding nested formulation (3.56) let us observe the following. For Z € Z, we
can write

EP[Z(g[T])] - EP|€1 T EP|€[T72] [Ep‘g[Tfl] [Z(S[T])H o } )
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and hence for p(-) = suppegn Ep|-| we have

p(Z) = sup ]EPlsl["'EPm[T_z] [Epigyy [Z(Em)]] ]

pPem
S sup ]Ep|§1 |: <++ Sup EPIE[sz] |: sup EP‘E[Tfl] [Z(g[T])H .. :| (359)
PeM pPem Pem
= 01000007 1(Z).
We obtain the following result.
Proposition 3.3 For risk measure p(Z) = suppeopEp|Z] and the corresponding
composite risk measure o0 = 01 0 030 ---0 op_1 the following inequality holds
p(Z)<o(Z), VZ € Z. (3.60)

It follows from (3.60) that the optimal value of the minimax problem (3.48) (risk
averse problem (3.49)) is less than or equal to the optimal value of the corresponding
nested problem (3.56). The inequality (3.60) can be strict (see, e.g., Example 4
on page 65). That is, risk measure p is not necessarily the same as the associated
composite risk measure g, and formulations (3.48) and (3.56) are not necessarily
equivalent.

e Irom the point of view of information at stage ¢ - observed realization & of the
data process and the corresponding conditional distributions at future stages
- the nested formulation (3.56) is time consistent. Therefore from this point
of view the minimax formulation (3.48) (the risk averse formulation (3.49)), of
the considered multistage problem, is time consistent if it is equivalent to the
nested formulation (3.56), i.e., the optimal values of problems (3.48) and (3.56)
are equal to each other.

Of course, if p(-) = o(-), then the minimax and nested formulations are equivalent
for any (allowable) choice of objective functions and feasibility constraints. That is,
p(+) = o(+) is a sufficient condition for the time consistency in the above sense. Some
risk averse formulations are time consistent and some are not, we will discuss this
further in the next sections.

Remark 7 By interchanging the min and max operators we can consider the follow-
ing dual of the minimax problem (3.48):

11\9/1685;% m1,z28)nf.,xT(-) EP [Fl <I1) * F2 (x2 (5[207 52) et FT (xT(g[TD’ éT) } (361)

s.t. Ty € Xla mt(f[t]) € Xt<xt71<5[t71])7€t)7 = 27 .- '7T'
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Assuming that the problem is convex, under certain regularity conditions, it is possible
to show that there is no duality gap between problems (3.48) and (3.61). For two-stage
problems conditions ensuring such “no duality gap” property were given in Theorem
2.10. If the number of scenarios is finite, then the minimization part of problems
(3.48) and (3.61) is finite dimensional and hence it is possible to apply results of
Theorems 2.3 and 2.4.

If there is no duality gap between problems (3.48) and (3.61) and the dual problem
(3.61) has an optimal solution P, then the minimax problem (3.48) is equivalent to the
corresponding risk neutral problem, of the form (3.5), with respect to the probability
measure P of the data process. However, an optimal solution of the dual problem
(3.61) depends on all realizations of the data process and hence this does not resolve
the question of time consistency. ¢

3.4.1 Stagewise Independence

Similar to the risk neutral case, the cost-to-go functions Q;.4 (xt, 5[,5}) do not depend
on ) if the data process is stagewise independent. Here the stagewise independence
means that &, is independent of { for every distribution P € 9 of {) and ¢ =
1,....,T — 1. In terms of the set 9 the stagewise independence means that for ¢t =
2, ..., T, there is a set M, of probability measures on a (closed) set =, C R%, equipped
with its Borel sigma algebra B;, such that

M={P=Pyx--xPr:PeM,t=2.,T} (3.62)

Note that here measures P € 9 are defined on the set = = =5 x --- x =¢. Note also
that the set 91 is not necessarily convex even if all sets M;, t = 2,...,T, are convex.
We will use the following notation for the set 9t:

M@ @Mp={P=Pyx---xPr:Pe My, t=2,.T} (3.63)
In the case of stagewise independence equation (3.52) takes the form
Qt\f[t](ZtJrl) = Sup EPt+1 [Zt+1(£[t]7£t+1)] ) (3'64)
Piy1€EMita

where the expectation Ep, [Zt+1(f[t]7£t+1)j| is taken with respect to the distribu-
tion Pyy of &y for fixed {. Furthermore, the function (risk measure) p(-) :=
SUppeon Ep| -] can be written as

p(Z) = sup Epyxxpr[Z(&1, s &1)]
PyeMas,...,Pre M

= sup EPZ[ EPT—l[]EPT[Z(€17""§T)]] ]7
PeMas,...,PreMrp

(3.65)
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and the corresponding composite risk measure g = g 0 gy 0---0 or_; as

oZ) = sup Ep| -+ swp  Ep [ swp Ep 26,60 | (3.66)

PoeMs Pr_1eMp_4 PreMr

As the following example shows the inequality (3.60) can be strict even in the case
of stagewise independence.

Example 4 Let T'= 3 and M := My ® M3, with set My := { P} being a singleton
and M3 := {A(€) : £ € Z3} being a set of probability measures of mass one. That is,
the set 901 consists of measures P x P3, Py € Mj3. Then for Z = Z(&,,&3),

P(Z) = sup Ep,x P, [2(52753)] = Sup EP[Z(&,&)L (3-67)
PyeMo,P3e M3 £3€E3
and
0(Z) = sup Ep, | sup Ep, [Z(ég,fg)]:| =Ep { sup Z(fg,fg)}. (3.68)
PeMo PseMs £3€=3

In (3.67) and (3.68) the expectations are taken with respect to the probability distri-
bution P of &. As it is well known in stochastic programming the inequality

sup Ep[Z(62,6)] < En { sup Z(&@)} (3.69)

£3€E3 £3€E3

can be strict.

Suppose, for example, that both sets =, and =3 are finite, say Z, = {&1,...,&5}
and =3 = {&}, ..., &7}, and let Z be the space of functions Z : Z5 X Z3 — R. Denote
Zij = Z(6,8), i =1,...k, j = 1,..,m. Let pi,...,pr be (positive) probabilities,
associated with points of =y, defining measure P. Then the inequality (3.69) can be
written as

k k
R {leizij} < lei max {Zy} (3.70)

For a given Z € Z the maximum in the left hand side of (3.70) is attained at some
j* € {1,...,m}, independent of i, while the maximum and the right hand side of
(3.70) is attained at some point j*(i) € {1,...,m} which is a function of i. For k > 1
and m > 1 the inequality (3.70) is strict, i.e., p(Z) < 9(Z) for some Z € Z. §
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Proposition 3.4 Let p(Z) := suppeon Ep[Z] and suppose that the stagewise indepen-
dence condition holds, i.e., the set MM is given in the form (3.62). Then p(-) = o(-) if
the interchageability property

Ep,x...x P, { sup EPt+1 [Zt+1(f[t]7ft+1)]} =

Pry1€Miqa (3.71)
sup EPQX---XPt+1 [Ztﬂ(f[t],ftﬂ)]
Piyi1eMip
holds for all Z € Z and t =2,...,T — 1.
Proof. Suppose that condition (3.71) holds. Then
p(Z) = sup --- sup EPQ[ - Epr [EPT[Z(&, --->€T)H }
PoeMs PreMr
= sup --- sup Ep2|: IEPTA[ sup EPT[Z(fl,...,fT)H ]
PyeMs Pr_1eMr_4 PreMr
= sup EPQ[ sup EpTil[ sup EPT[Z(fl,...,gT)H },
PeMa Pr_eMrp_4 PreMr
(3.72)

and hence p(Z) = 0(Z). 1

The requirement for (3.71) to hold for all Z € Z is rather exceptional. Of course,
this holds if the sets M;, t = 2,..., T, are singletons. Another case where this holds if
M, is the set of all probability measures on =, t = 2, ...,T. We will discuss this case
in the next section.

By (3.64) and using induction in t = T),..., we obtain that in the considered
stagewise independent case the dynamic programming equations (3.57)—(3.58) take
the form

Q1 (xt—lu ft) = inf {Ft(xta ft) + Qi (xt) }7 (3-73)
xe€ Xy (wp—1,E¢)
fort =1T,...,2, where
Qi1 (z¢) = sup  Ep,, [Qui1 (4, &41)] (3.74)
Piy1eEMisa

with Qr41(-,-) = 0 by definition.

Remark 8 Let p;, t = 2,...,T, be a coherent risk measure defined on a space of
random variables Z; : Z; — R. Furthermore, let M; := Q;, t = 2, ..., T, with Q; being
the set of probability measures associated with the dual set ; of p; (see (2.56)). Then
Otley » defined in (3.64), coincides with the conditional risk measure P, associated
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with the risk measure p;. Consequently equations (3.73)—(3.74) represent dynamic
programming equations for the nested formulation of the multistage program of the
form (3.56) with gy, replaced by py¢, as well. That is, replacing oy¢,, With pyg, in
(3.56) we obtain an equivalent multistage problem. ¢

3.5 Robust Multistage Programming

Let 9 be the set of all probability measures on (Z,5). Then for computing the
maximum in p(-) = sup pegy Ep| -] it suffices to perform the maximization with respect
to measures of mass one at a point of the set =, and hence the minimax formulation
(3.48) can be written as

Min sup {Fl(xl) + FQ(ZL‘Q(&[Q]), 52) 4+ ...+ FT (JZT(f[T]), fT) }
$1,£E2(') """ mT() (EQ ..... fT)GE (375)
s.t. T € A, 5Et(§[t]) € Xt(xt—l(g[tfl])vgt)a t=2,..,T.

The above worst-case formulation (3.75) of multistage programs can be considered
in the framework of robust optimization, where it is called adjustable since decisions
r¢(&y), t = 2,...,T, are adjusted to the observed data (cf., [3]).

We can use the p(-) := esssup(-) risk measure in order to write problem (3.75)
in the form (3.49). However, this will result in replacing the “sup” by the “esssup”
operator in (3.75), which is not natural from the point of view of robust optimization.
Therefore we are going now to analyze the worst-case formulation (3.75) directly.

Let us consider the following construction. Denote by Z;, t = 2, ..., T, the linear
space of bounded real valued functions Z : R% x --- x R* — R, with Z; = R (i.e.,
2, is the space of constants). For 1 < s <t <T consider the mapping g, : Z; — Z;
defined as follows

[05,:(2))(&s) = oS {Z(&y) &g =¢w}, Z€ 2 (3.76)

{1

In particular, g1, : Z; — R is

014(Z) = sup  Z({y) (3.77)

(&2,-,6T)EE

Note that the objective function in the right hand side of (3.76) does not depend on
&1, - & and the maximization can be performed over the set =, (instead of =),
where =, is the projection of = onto R% x --- x R%_ i.e.,

= = {0 : 3¢z € = such that & = &} . (3.78)
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For t =T, ..., 2, consider the following dynamic programming equations

Qt(iﬁt—l,f[t}) = inf {Ft(%:, &) + Qt+1($t7§[t})}a (3.79)

2t €Xe (2t —1,6¢)

where
Qt+1($t7§[t}) = Ot,t+1 [Qt+1($t7€[t+1]):|a (3-80)
with Qr41(-,-) = 0 by definition. At the first stage we need to solve the problem

We are going to establish a connection between these dynamic equations and mul-
tistage robust problem (3.75). The mapping g;,41 in the right hand side of (3.80)
is applied to the function Q;41(xy,-) for given (fixed) x;. That is, the cost-to-go
functions, defined in (3.80), can be written as

Qt+1(xt7£[t}) = Sl?) _ {Qtﬂ(ﬂitafftﬂ]) : fft] = §[t]} . (3.82)

Dbl ) EE

Of course, in order for the function Q; (x4, &) to be real valued we need to impose
some boundedness conditions ensuring that the maximum in the right hand side of
(3.82) is finite.

It immediately follows from the definition (3.76) that for 1 <r < s <t < T, the
composite mapping ¢, © 0s; : Z¢ — Z, coincides with mapping o, : Z; — Z,, i.e.,

Or,s © Ost = Ort- (383)

We also will need the following interchangeability property. Let A and B two (ab-
stract) nonempty sets, A 5 x — B(z) C B be a multifunction (point-to-set mapping)
and h: A x B — R be a real valued function. Consider the min-max problem
M inf h : 3.84
xeaxyel%(a:) (x7y) ( )
Let Y be the space of mappings y(-) : A — B such that y(z) € B(x) for all z € A,

and consider problem

Min sup h(z,y(z)). (3.85)
y()EY zeA

Proposition 3.5 Suppose that inf cq,) h(z,y) is finite for every x € A. Then the
optimal values of problems (3.84) and (3.85) are equal to each other. Moreover, §(-) €
Y is an optimal solution of problem (3.85) if

y(x) € arg min h(x,y), Vo € A. (3.86)
yEB(x)
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Proof. For any y(-) € Y we have that h(z,y(x)) > infycne) h(x,y) for any x € A,
and hence
sup h(z,y(x)) > sup inf h(z,y).
z€A zeA YEB(T)
It follows that the optimal value of problem (3.84) is less than or equal to the optimal
value of problem (3.85).
Conversely, for a chosen € > 0 let g(-) € Y be such that

inf h(z,y) > h(z,g(x)) —e, =€ A (3.87)
yEB(x)

Such mapping exists since it is assumed that inf,cop) h(z,y) is finite (in particular
the set B(x) is nonempty) for every x € A. It follows that

sup inf h(x,y) > suph(z,y(z)) — ¢, (3.88)
zeA YEB(x) T€EA
and hence
sup inf hA(x,y) > inf suph(z,y(z)) —e. (3.89)
zeA YEB(z) y()EY zeA

Since € > 0 is arbitrary, it follows that the optimal value of problem (3.85) is less
than or equal to the optimal value of problem (3.84).

Moreover, g(-) is an optimal solution of (3.85) iff € = 0 in (3.88). In turn this
holds if e = 0 in (3.84), i.e., if (3.86) holds. &

Suppose for the moment that B(x) = B for all x € A and that problem (3.85)
attains its maximal value at a constant mapping y(x) = y. Then

sup inf h(z,y) = inf sup h(z,y). (3.90)

reAYEB YEB zcA

Moreover, if € A is an optimal solution of problem (3.84), then (Z,7) is a saddle
point of problem (3.84). Conversely, if (Z,y) is a saddle point of problem (3.84), then
Z is an optimal solution of problem (3.84) and y(-) = ¥ is an optimal solution of
problem (3.85).

Consider now the multistage problem (3.75). Recall that the minimization is per-
formed over policies satisfying the feasibility constraints. For fixed (feasible) decisions
x1,22(+), ..., xr_1(+), let us consider minimization with respect to zr (). Assuming that
the cost-to-go functions are finite valued, by Proposition 3.5 we can interchange the
corresponding minimization and maximization in (3.75). This results in the problem
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Min sup |Fi(z1)+ -+ Froa(er-1,6r-1) + inf Fr(xr,&r)

21,22( ) @r-1() g €2 TTEXT(xT—lva)
QT(x;ilvET)
s.t. T EXl, Ty E)Q(:L’t,l,ft), tIQ,,T—l
(3.91)
Performing maximization in (3.91) with respect to &r we can write (3.91) as
Min sup [Fy(xy) + -+ Froy(2r_1,&r—1) + sup QT(quyfT)]
11,12(-),,..,937"_1(-) 'E[T]GE g[T]EE
QT(H?TI&[T—H)
s.t. ZEleXl, ZEtEXt(ZEt_l,ft), t:2,,T—1
(3.92)

Note that the objective function in (3.92) does not depend on &7 and the maximization
can be performed over {r_y; € Zr_; instead of {7 € =.

Next we can proceed to minimization in (3.92) with respect to zr_1(-). Again
using the interchangeability property we obtain

Min sup [Fl(xl) -
z1,22()5 27 —2(") f[Tfl]eET—l
+ inf {Froi(zr-1,&r-1) + QT(folaf[T—l])}]
rr_1€XT_1(TT-2,6T-1) )
QT—l(Ithé[Tfu)
s.t. T EXl, .TtGXt(xt,l,ft), t:2,,T—2

Furthermore, by taking maximum in the above problem with respect to {&r_ we
obtain

Min sup Fy(xy) + -+ Fr_o(2r_2,&r—2) + Qr_1(zr-2, {1-9))
x17x2(')7“'7xT72(') f[T,Q]EET_Q
S.t. T E.)C'l, Ty EXt(l'tfl,ft), t:2,,T—2
(3.93)

Continuing this process backwards in time we derive dynamic equations (3.79)—(3.80).
This gives the following result.

Proposition 3.6 Suppose that the cost-to-go functions in dynamic equations (3.79)—
(3.81) are finite valued. Then the optimal value of problem (3.75) is equal to the
optimal value of problem (3.81). Moreover, a policy T¢(§y), t = 1,...,T, is optimal
for the problem (3.75) if

T1(&y) € arg min {Ft(xbft) + Qt+1(5€t7§[t])}; t=2,.,T, (3.94)

2t €X (Te—1(§e—1],6t)
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and Z1 is an optimal solution of the first stage problem (3.81).

e This shows that for the worst-case formulation (3.75) of multistage programs
the minimax and nested formulations are equivalent and formulation (3.75) is
time consistent.

Consider now the case of stagewise independence. That is, suppose that the
uncertainty set is the direct product of nonempty sets =, C R%, t = 2,...,T, i.e.,

—_ —_
— —

= =E3 X -+ X Zp. In that case the max-mapping o5, takes the form

[Qs,t(Z)](g[s]) = sSup {Z<527 ---7587§;+17 752)} . (395)

§;+1€Es+17---a5265t

Consequently, in that case dynamic equations (3.79)—(3.80) become

OQulwen,6&) =  inf {Ft(xt,gt) v Qm(xt)}, t=2, .1, (3.96)

2t €Xe (e —1,8¢)

with cost-to-go functions

Qt+1($t): sup QtJrl(Q:taétJrl) (397)

Et41€8141

independent of the data process.

3.6 Dynamic Problem of Moments

Let us consider the problem of moments in the following multistage setting. Let
2 C R% pu, € R* and U, : 5, — R% be a measurable mapping, t = 2,...,7T.
Define M, to be the set of probability measures P, on (Z;, B;) satisfying the following
moment conditions

Ep [Wi(&)] = e, t=2,..,T, (3.98)

and let M = My ® --- ® M. Of course, this construction maintains the stagewise
independence condition.

In this setting the minimax and nested formulations are not necessarily equivalent.
In order to see this consider the following example.

Example 5 Let T" = 3 and the set = be finite. Then for £ = 2 the moment con-
straints (3.98) take a form of linear equations for the respective probabilities associ-
ated with points of the set =5 (compare with (2.112)). By an appropriate choice, the
moment constraints define a unique probability measure on Z,. If, furthermore, the
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set M consists of all probability measures on =3 C R%, then this becomes a case
considered in Example 4. This shows that the corresponding inequality (3.60) can be
strict in this example. If, on the other hand, we assume that the set =3 is also finite
and the respective moment constraints define a unique probability measure on =3,
i.e., both sets My = {P2} and M3 = {P3} are singletons, then of course p(-) = o().
This shows how fragile can be the time consistency property. ¢

For the respective nested formulation we can write the dynamic programming
equations (see (3.73)—(3.74)):
Qs ($t71, ft) = inf ) {Ft(xt, ft) + Qi1 (fL’t) }7 (3-99)

e €X (1,6t

where
Quv1(w) =  sup  Ep,, [Qrer (@1, &) (3.100)

Pip1eEMipq

By the Richter - Rogosinski Theorem the maximum in the right hand side of (3.100)
is attained at a probability measure supported on at most ¢;;1 + 1 points of =, (see
Theorem 2.12).

Example 6 Consider the linear multistage setting with the data in the form (3.3)
and with only right hand side vectors b; being uncertain. Suppose that b, € =,
where =, C R% is a bounded convex polyhedral set, t = 2,...,T. Suppose, further,
that means p; € Z; of vectors b; are known. That is, let M, be the set of probability
measures P; on =; with given mean Ep, [by] = py, t = 2, ..., T, and M := My®- - -QMr.
Since Z; is bounded polyhedral, the set Ext(Z;) of its extreme points is finite and =,
is equal to the convex hull of Ext(=;).
The cost-to-go functions here are given by dynamic equations

Qt (l’t_l, bt) = leclf {C;rl’t + Qt—i—l (ﬂft) . At.ft = bt — tht—ly Tt 2 O}, (3101)

with Q;11(+) of the form (3.100) and Qr1(+) = 0. It follows that functions Q.4 (+) and
Q: (+,-) are convex. Consequently by Theorem 2.13 the maximum of Ep, [Q; (z;_1, b;)]
over P, € M, is attained at a probability measure F;* with a finite support consisting
of at most d; + 1 points of Ext(=;).

Suppose now that

=, = {5eRdtzzg’;1 <1, gzo}, t=92 T

Then Ext(Z;) = {0, ey, ..., 4, }, where e; are coordinate vectors of R%. Consequently
Pr = apA(0) + aiAler) + ... + agA(eq,) with oy satisfying the system of equa-

tions oy = g, © = 1, ...,dy, agp = 1 — Zf;l wie- That is, the probability measure
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satisfying the feasibility (moment) constraints and supported on the set Ext(Z;) is
defined uniquely. In particular, if mean g, is an interior point of the set =;, then all
probabilities oy, © = 0, ..., d;, are positive. It follows that in this example the nested
formulation can be reduced to solving the corresponding multistage problem with
respect to unique probability measure P* = P X --- x Pj, and hence the minimax
and nested formulations are equivalent.

On the other hand let each Z; be a box, say Z; := {£ € R¥* : || < 1, i =1,...,d;}.
Then the set of extreme points of =, has 2% elements. Since for d; > 1 the set =,
has more extreme points than d; 4 1, the corresponding probability measure ;" may
be not uniquely defined and there is no guarantee of equivalence of the minimax and
nested formulations. ¢

3.7 Dynamics of Average Value-at-Risk Measures

Let us consider the Average Value-at-Risk measure p(-) := AVQR,(-), with Z :=
L1(Z,B,P), o € (0,1) and P being a reference probability measure on the set = C
R% x - x R, Consider also the respective conditional risk measures pye, (-) =
AV@Ra\g[t](')- We have the following upper bound for the nested Average Value-at-
Risk measure.

Proposition 3.7 For Z € Z and « € [0, 1] it holds that
AVGRq, |+ AVOR, g, [AVOR g, (2] -+ | < AVER . [2]. (3.102)

Proof. Let o € (0,1] and consider partition £ = (X,Y). Since the maximum in the
dual representation (2.53) is attained, we can write

AV@R,y (Z) = Eiy [Z(X, Y)¢y (X)] (3.103)

for some (y € Ay. Thus

AV@R,(AVGR,y(Z)) = sup {E[C.(Y)AVQR,y(2)]:0< ¢ <o, ElG] =1
= supsE[G(Y)Ey[Z(X,YV)G(X)]] :0 =G 2o, E[¢G] =
= sup E[EW (X, Y)G(Y )CY(X)H 0=<¢ <ol E[¢] =
E|

= sup
(3.104)
We also have that

E[G(Y)&(X)] =E [G(YV)Ey[G(X)]] =1
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and 0 < (V) (X) < a2, Tt follows that the last maximum in (3.104) is less than
or equal to

sup {E[Z(X, Y)C(X,Y)]:0=<¢=<a2 E[¢]= 1} — AV@R,:(Z).

This proves the inequality (3.102) for T'= 2. For a € (0, 1] the proof can be com-
pleted now by induction. For a = 0 the left and right hand sides of (3.102) are equal
to each other.

For the risk measure p(-) := AV@R,(-) the corresponding multistage problem
(3.49) can be written as

Min E{z+a™ [Fi(o) + Falaa(ép), &) + .+ Fr (ar(ém). &) — 2], }

st. a1 € X, we(&y) € X(we1(§pe-1)), &), t =2,..., 7T,

(3.105)
where z(-) = (z1,z2(+), ..., z7(-)). If the multistage problem is linear and the number
of scenarios (realizations of the data process) is finite, then it is possible to write
problem (3.105) as a large linear programming problem.

As far as dynamic equations are concerned let us observe that at the last stage
t = T we would need to solve problem conditional on z and decisions up to stage
t =T — 1. Therefore dynamic equations cannot be written in an obvious way and
formulation (3.105) is not time consistent. The corresponding nested formulation,
of course, is time consistent. It is interesting to observe that in extreme cases of
a =1 (when p(-) =E(-)) and v = 0 (when p(-) = esssup(+)) the minimax and nested
formulations are equivalent.

Consider now risk measure

par(Z) == (1 = NE[Z] + AAV@R,[Z], (3.106)

with o € (0,1) and A € [0, 1]. This risk measure was discussed in section 2.5.2 with
respect to risk averse formulation of two-stage stochastic programming. In the linear
case it was possible to formulate the corresponding risk averse two-stage problem as
a standard linear two-stage stochastic program by introducing one additional deci-
sion variable (see (2.84)—(2.88)). Similar procedure can be extended to the nested
formulation of multistage programs.

Conditional analogues of p, \ are

Pri_y (1) = (1= A)Ejg,_, () + MAV@AR,,¢,_, (), (3.107)

74



with \; € [0,1] and «; € (0,1) being chosen parameters. Consider the following
nested formulation of linear multistage programs with the data of the form (3.3):

Min ¢z + 02 min g+ + oT [ min chT]
1x1=b1 ! &1 Bax1+Azxo=b2 2 Sr-1) Braxr_1+Arzr=by r
x1>0 x2>0 x>0

(3.108)
An intuitive motivation of this formulation is that at ¢-th stage of the process one
tries to control an upper limit of the corresponding cost-to-go function Qg1 (¢, &11)
for different realizations of the data process (see Remark 5 on page 30).
The corresponding dynamic programming equations are

Qi (xt—h f[t]) = wieHant {CtTOCt + Qi1 (e, &) : Brvpor + Ayry = by, 2 > 0}, (3.109)

with
Quit (w1, &) = Pi+1l¢y [Qui1 (24, Epy)) | - (3.110)
At the first stage problem
Min ey + Q1) st Ay = by, 1 >0, (3.111)

should be solved. As it was pointed out before if the stagewise independence condition
holds, then the cost-to-go functions Q;4 (z;) do not depend on the data process.

By the definition (2.60) of AV@R, it follows that Q.4 (xt,g[t]) is equal to the
optimal value of the problem

l\/gn E\g[t] {(1 - )\t+1)Qt+1 (fEta f[t+1]) + A1 (Ut + Olt__s_l1 [Qt—H (fEta f[tﬂ]) - Ut]+)} .

(3.112)

Thus we can write the dynamic programming equations (3.109)—(3.110) as follows.

At the last stage t = T we have that Qr(zr_1,&r) is equal to the optimal value of
problem

Min cpzp s.t. Brap_q + Apwp = by, o7 > 0, (3.113)

T ER™T

and Or (:UT,lf[T,l]) is equal to the optimal value of problem

}}/ﬁin E\g[T,l] {(1 - )\T)QT ($T—1, fT) + Apur_q + )\TOéEl[QT ($T—1, §T) - UT—1]+} .

(3.114)
At stage t =T — 1 we have that Qp_1(xr_o, 5[7’-1]) is equal to the optimal value
of problem

Mi T _ _ _
ey 17Tt Qrlaroy Gron) (3.115)
s.t. Br_xr—g + Ap_1x7-1 = b1, 271 > 0.
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By using (3.114) and (3.115) we can write that Qr_i(xp_2,&r—1]) is equal to the
optimal value of problem

Min Ch_qZr—1 + Apur—1 + Vr(zr_1, ur—1, §r-1))
zr_1 €ER"T=1 up_1€R (3116)
s.t. Br_yxr_o+ Ar_1xp_1 = bpr_y, xp_1 >0,

where Vp(xp_1,ur—1,&r-1)) is equal to the following conditional expectation

]E"f[Tfl] {(1 — )\T)QT (fT—la ST) + )\TOé;l[QT (ZL‘T_l, fT) — U,T_1]+} . (3117)

By continuing this process backward we can write dynamic programming equa-
tions (3.109)(3.110) for t =T, ...,2 as

Q: (z-1, &) = xteRigfutGR {efz + Mg + Ve (e, ue, &) - (3.118)
Byxy_y + Ay = by, 2 > O}a
where
Vigr (@1, ur, &) = Eigy, {(1 = X)) Q1 (2, i) (3.119)
A0y [Qe (e, i) — Ut}+ } '
with Vry1(-) =0 and Apyq := 0. At the first stage problem
xleﬂ%}é[li,%le]]@ CIiL’l + )\2u1 + Vg(fﬂl,ul) s.t. All'l = bl, T > O, (3120)

should be solved. Note that in this formulation decision variables at ¢-th stage are
r; € R™ and u; € R. Note also that functions V; 4 (act, Uy, §[t]) are convex in (xy, uy).

4 Inventory Model

4.1 The Newsvendor Problem

The classical newsvendor (also called newsboy) problem is the following. A newsven-
dor has to decide about quantity x of newspapers which he purchases from a distrib-
utor at the beginning of a day at the cost of ¢ per unit. He can sell a newspaper at
the price s per unit and unsold newspapers can be returned to the vendor at the price
of r per unit. It is assumed that 0 < r < ¢ < s. If the demand d, i.e., the quantity of
newspapers which he is able to sell at a particular day, turns out to be greater than
or equal to the order quantity z, then he makes the profit sx — cx = (s — ¢)x, while if
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d is less than x, his profit is sd + r(x —d) — cx = (r — ¢)x + (s — r)d. Thus the profit
is a function of x and d and is given by

(s —c)z, if = <d,
Glz,d) = { (r—cx+(s—r)d, if z>d. ’ (4.1)
or equivalently
G(z,d) =min {(s — ¢)z, (r — c)z + (s — r)d}. (4.2)

The objective is to maximize the profit as a function of the quantity (decision variable)
xz > 0.

Closely related to this is the following inventory problem. Suppose that a company
has to decide about order quantity x of a certain product to satisfy demand d. The
cost of ordering is ¢ > 0 per unit. If the demand d is larger than x, then the company
makes an additional order for the unit price b > 0. The cost of this is equal to b(d—z)
if d > x, and is zero otherwise. On the other hand, if d < z, then holding cost of
h(x — d) > 0 is incurred. The total cost is then equal to

F(z,d) = cx + bld — z]; + hlz — d]y = max {(c — b)x + bd, (¢ + h)x — hd}. (4.3)

We assume that b > c, i.e., the back order penalty cost is larger than the ordering
cost. The objective is to minimize the total cost F'(z,d), with = being the decision
variable. Unless stated otherwise in the following we deal with the inventory model
(see, e.g., Zipkin [34] for a thorough discussion of the inventory model).

In both problems one has to make a decision before knowing realization of the
demand d, i.e., the decision should be made in conditions of uncertainty. There are
several ways how the uncertainty can be modeled. One approach is to specify an
uncertainty set, say interval [, u] C Ry, of possible realizations of the demand d and
to be prepared for the worst possible scenario. This leads to the following worst case
formulation of the inventory problem

z>0 de(lu)

Min {w(x) = max F(z, d)} . (4.4)

Similar worst case formulation can be written for the newsvendor problem.

Since F(x,d) is convex in d, we have that ¢ (z) = max{F(x,l), F(xz,u)}. The
function ¢ (x) is a piecewise linear convex function. Recalling that b > ¢, it is
straightforward to verify that the optimal solution of problem (4.4) is attained at
the point
hl + bu

h+b

*

. (4.5)

7



Of course, if [ = u (i.e., the demand is known), then the best (optimal) decision is
to order the known quantity of the demand. On the other hand, if the uncertainty
interval is large, then the “worst case” solution could be quite conservative. For
example, if the back order cost (per unit) b is much bigger than the holding cost h,
then z* is practically equal to the largest possible realization u of the demand.

An alternative approach is to view the demand as a random variable and to
perform an optimization on average. For the inventory model the corresponding
optimization problem can be written as follows

Z%g“@y:EW@Jm} (4.6)
The expectation E[F(z, D)] is taken here with respect to a specified probability dis-
tribution of the random demand D. Suppose that random variable D has a finite first
order moment, i.e., E|D| < oo, and hence the expectation f(z) is well defined and

finite values. Since F(z,d) is convex in z, it follows that the function f(z) is convex.
We have that for = # d,

OF(xz,d) [ c—b if x<d,
Or | c+h if z>d

It follows that if D has a continuous distribution, and hence for any x probability
of the event “D = 2” is zero, then the expectation function f(z) is differentiable and

f'(x)=c—0bPr(x < D)+ hPr(x >D)=c—b+ (b+ h)H(x), (4.7)

where H(z) := Pr(D < x) is the cumulative distribution function (cdf) of the random
variable D. By the optimality condition f’(z) = 0 (recall that the function f(-)
is convex), we obtain that an optimal solution of problem (4.6) satisfies equation
H(z) = (b—c)/(b+ h). Recall that for x € (0, 1), the left and right side x-quantiles
of the distribution of D are defined as inf{t : H(t) > x} and sup{t : H(t) < Kk},
respectively. In particular, the left side k-quantile is denoted H~!(x). We obtain that
the set of optimal solutions of problem (4.6) is given by the interval of k-quantiles
with k := (b —¢)/(b+ h). In fact this holds for general (not necessarily continuous)
distributions of D.

What could be a possible justification for formulation (4.6) of the inventory prob-
lem? If the same operation is repeated many times, for an independent identically
distributed (iid) sequence Dy, ...., of realizations of the random variable D, then by
the Law of Large Numbers (LLN) we have that n='>_"" | F(z, D;) converges with
probability (w.p.1) to f(z). Indeed, in such a situation

T=H"(k) (4.8)

b+h
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gives an optimal decision on average. This formulation, however, has several defi-
ciencies. The optimal solution Z, given in (4.8), depends on the specified probability
distribution of the demand. This distribution may be not known and could be esti-
mated at best if a historical data is available, it could change with time, etc. Moreover,
for a particular realization of the demand, the value F(z, D) could be quite differ-
ent from the respective expectation f(x), and formulation (4.6) does not take into
account an involved risk of everyday operations.

Suppose now that we have a partial information about probability distribution of
D. That is, we can specify a family 9t of probability measures on R, and consider
the following worst case distribution problem

Min {gb(as) = sup Ep[F(z, D)]} : (4.9)
220 Pem

where the notation Ep[F'(x, D)] emphasizes that the expectation is taken with respect
to the probability distribution P of the random variable D. Let us discuss some
examples.

Example 7 Let 9 be the set of all probability distributions supported on a given
interval [[,u] C R;. Then (see Theorem 2.12) the maximum in (4.9) is attained at
an atomic measure supported on a single point of the interval [/, u| (Dirac measure),
and hence problem (4.9) becomes the (deterministic) worst case problem (4.4). ¢

Example 8 Suppose now that in addition to the lower and upper bounds of the
demand we know its mean (expected value) p = E[D], of course u € [l,u]. That is,
M is the set of probability distributions supported on the interval [[,u] and having
mean /.

Since the function F'(z,d) is convex and continuous in d, we have by Theorem
2.13 that for any z the worst probability measure in (4.9) is the measure supported
on points [ and u. The corresponding probabilities are uniquely defined to be (u —
w)/(w—1) and (p —1)/(u — 1), respectively. Therefore problem (4.9) is reduced to
problem (4.6) with the respective cdf

0 if t<lI,
H(t)=< 4 if I1<t<u,
1 if u<t,

| if bee < oun
7= { AL (4.10)
u if bh > ol

79



If ;:_Z = ==& then the set of optimal solutions of (4.9) coincides with the interval
1, ul.

Suppose now that the mean p is not known exactly but is estimated to be in a
subinterval [o, 3] of the interval [I,u]. That is, the set 9 is defined as the set of
probability measures on the interval [[, u] having mean p restricted to a given interval
[, B]. By Theorem 2.13 it will suffice to solve problem (4.9) for probability measures
supported on points [ and u, and with mean equal either a or 3. That is, problem

(4.9) can be reduced to solving the following problem

Min {max [(u — a)F(z,1) + (a = ) F(z,u), (u — B)F(z,1) + (8 — ) F(z,u)] },

x>0
(4.11)
up to the factor (u —1)~1. O

Example 9 (unimodal distributions) Let now 9t be the set unimodal distribu-
tions on the interval [I, u] with given mode p € [[, u]. Recall that a distribution on the
interval [, u| is said to be unimodal, with mode p, if its cumulative distribution func-
tion is convex on the interval [I, u| and concave on the interval [, u]. Equivalently,
the distribution is unimodal if it is a mixture of the distribution concentrated at the
single point p and a distribution with density function that is nondecreasing on [I, 1)
and nonincreasing on (u, u] (the density function could be discontinuous, in particular
at p). By a result due to Khintchine we have that a distribution is unimodal on [u, (]
with mode p iff it is the distribution of the random variable D = p + UZ, where U
and Z are independent random variables, U is uniformly distributed on the interval
[0, 1] and the distribution of Z is arbitrary on the interval [l — p,u — p]. For P € I
we can write then

Ep[F(.%’, D)] = EZ {ED|Z[F(I’, D)]} = ]Ep/[G(.SL', Z)], (412)
where P’ is the probability distribution of Z and
G(z,z) =E[F(z,D)|Z = 2] = E[F(x,u+ Uz)].

Let ‘B be the set of probability distributions on the interval [[ — p,u — u]. Since
F(z,pn+ Uz) is convex in z, it follows that G(x,z) is convex in z. Consequently
the maximum of Ep[G(z, Z)] over P € ‘P is attained at a measure concentrated at
a single point either [ — p or w — p. Translated back into the set 9 of unimodal
distributions of D this means that the maximum of Ep[F(z, D)] over P € 9 is
attained at either uniform distribution on the interval [I, u] or uniform distribution
on the interval [u,u] (if p = [, then the corresponding distribution is reduced to
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the distribution concentrated at the single point [, and similarly if © = u). The
corresponding worst case distribution problem becomes

1\;[2151 {7(z) == max [G(z,l — p), G(z,u— p)] }. (4.13)

Since F(z, u+Uz), and hence G(z, ), is convex in z it follows that the function v(x)
is convex.

The function G(z,z) can be computed in a closed form. Suppose, for example,
that [ = 0 and g = wu, i.e., the considered set 9 of distributions of D consists
of distributions having nondecreasing density on the interval [0,u] and may be a
positive probability of D = u. We have then that for z € [0,u], G(z,0) = F(z,u) =
cx 4+ b(u — x) and

1

It follows that the optimal solution of minimax problem (4.13), and hence of (4.9), is

R b

O

4.2 Multistage Inventory Problem

Consider the following minimax multistage formulation of inventory model

Min sup Ep [ZL cr(me — i) + Pu(, Dt)]

Tt2>Yt P
s.t. Yt+1 :mt—Dt, t = 1,,T—1

(4.15)

Here y, is a given initial inventory level, ¢, b, h; are the ordering, backorder penalty,
and holding costs per unit, respectively, at time ¢, and

Yi(@e, di) = bldy — ze) 4 + helxe — di 4.

We assume that b, > ¢, > 0 and h;, > 0, ¢t = 1,...,T, and that 91 is a set of proba-
bility measures (distributions) of the demand process vector D = (Dy, ..., Dy) € R%.
The minimization in (4.15) is performed over (nonanticipative) policies of the form
x1,22(Dpy), ..., o (Dpr—1)) satisfying the feasibility constraints of (4.15) for almost ev-
ery realization of the demand process (D1,..., Dr). As before, Dy = (Dy, ..., Dy)
denotes history of the process up to time ¢.

If M = {P} consists of a single distribution, then (4.15) becomes a standard
(risk neutral) formulation of the multistage inventory model. Let us consider some
examples.
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4.2.1 Robust Multistage Inventory Problem

Suppose that 901 is the set of all probability distributions supported on a given com-
pact (i.e., bounded and closed) nonempty set © C RZ. This is a particular case of the
setting considered in section 3.5. In that case the maximum in (4.15), with respect to
P €9, is attained at a distribution concentrated at a single point of ®, and hence
(4.15) can be written as the following minimax problem

T
Min sup {Z ct(xt - yt) + ¢t($ta dt)}

TEZYt i €D t=1
s.t. yt+1:xt—dt, tzl,,T—l

(4.16)

Again the minimization in (4.16) is performed over (nonanticipative) policies 1, x2(dp)), ..., Tr(dir—1))
satisfying the feasibility constraints. The above problem (4.16) can be viewed as a
robust formulation of the inventory model with the uncertainty set ©. As it wa shown
in section 3.5 the minimax problem (4.16) is equivalent to the corresponding nested
formulation and is time consistent.
The dynamic programming equations for problem (4.16) can be written as follows.
At the last stage t = T, for given (observed) inventory level yr and given (observed)
demand values (dy, ..., dr_1), we need to solve the problem:

Min {CT($T —yr)+ sup  Ur(ar, dT)} . (4.17)

Tr2>Yyr (d1,...,dp)ED

The optimal value of problem (4.17) depends on y and dr_q; and is denoted Q1 (yr, djr—1)).
Continuing in this way, for t =T — 1,...,2, the corresponding cost-to-go functions
Q¢(ye, dy—q)) are given as optimal values of the respective problems:

Tt >yt di €D

Min {ct($t — ) + sup [zﬁt(xt, d}) + Qi1 (xt —dj, d{t]) : d,[tfl] = d[t,l]} } . (4.18)

Finally, at the first stage we need to solve problem

Min Cl(l‘l — y1> + sup [1/)1(1‘1, dl) + Q2 (IL‘l — dl, d1> } . (419)

T12Y1 dir)€D

Let us observe that the cost-to-go function Q7 (yr, dir—1)) is convex in yp. Indeed,
the function p(z7) := SUDg,, eo r(xp, dr) is given by maximum of convex functions,
and hence is convex. It follows that the function cr(xr — yr) + w(zr) + 0(yr — x7)
is convex jointly in x7 and yr (here 6(¢) = 0if ¢t < 0, and 0(t) = +o0 if t > 0). It
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remains to note that the optimal value of problem (4.17) is equal to the minimum
of this function over zp € R. It is straightforward then to verify by induction in
t =T,..., that each cost-to-go function Qy(y, d[t—l]) is convex in y,;. It also could be
noted that the set © in (4.18) can be replaced by projection of ® onto R?, that is by
the set

D, = {d[t] : Hd’m € © such that dj = dlm} )

Suppose now that the uncertainty set © is given by the direct product ® =
Dy X -+ x Dy of (finite) intervals Dy := [l;,u;] C Ry, t = 1,...,T. This implies, of
course, that the stagewise independence condition holds in that setting. Then the
cost-to-go function at the last stage is

Qr(yr) = inf {CT(xT —yr)+ sup ¢T(xT7dT)} : (4.20)
T 2yYT dr €Dy

And so on for t =T — 1, ..., 2, dynamic programming equations (4.18) can be written

as

Qe(ye) = 122 {Ct(Q?t —y) + dSUP [wt@ta di) + Qe (T — dt” } . (4.21)
Tt 2yt +EDy
Note that here the cost-to-go function Q:(y), t = 2,..., T, is independent of dj_q,
and is convex.
The basestock policy for the above problem is defined as z; := max{y;, z; }, where
x; is an optimal solution of

Min {ctxt + sup [wt(xt, dy) + Qur1 (xy — dy) ] } , (4.22)
T+ €ER d: €Dy
and y; = 71 — dy_q1, t = 2,..., T, with y; being given (if problem (4.22) has more
than one optimal solution, we can take the smallest one). By convexity of cost-to-
go functions we have that the basestock policy z; = i‘t(d[t_l}) satisfies the dynamic
programming equations (4.21) and hence is optimal.

It could be noted that since function ¥y (x4, d;) + Q11 (x4 — d;) is convex in d;, the
corresponding maximum in (4.21) is attained either at d; = [; or d; = u;. Therefore
the uncertainty set ©® = D; X - - - X Dy in the minimax (robust) formulation (4.16) can
be replaced by the set {l1,u;} X -+ X {lp, ur} having 27 elements. That is, problem
(4.16) can be formulated as a minimax problem with a finite number N = 27 of
scenarios.

Suppose now that the additional (linear) constraint a'd < b is added to the
definition of the uncertainty set ®, i.e.,

D:= (D x--xDp)Nn{d € R” :a"d < b},
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for some a € R” and b € R. Suppose that the set ® is nonempty. Then dynamic
equations (4.18) take the form, for t =T ..., 2,

Qt(yt7 d[tfl}) = ;ﬁggt {Ct(It - yt)+
sup [We(e, di) + Qi (20 — dy, dpyy) | },

dy EDy,..., dr €D
ayjDy+...4+ay_1dy_q+apdi+...+apdp<b

(4.23)
with Q741(+,+) = 0 by definition.
In that case the cost-to-go function Q;(y, dj—1)) depends only on y and W;_; :=
ajdy + ... + a;_1ds_1, and in these variables equations (4.23) can be written as

Qt(yt,Wt—l) = inf {Ct(xt—yt)-i—

Te>Yt

sup [¢t(xt7 di) + Qi1 (e — de, Wiy + aidy) } }

d{€Dy,...,dp €D
atdi+...+apdp<b—W;_1

(4.24)

Note that the cost-to-go functions Qy(y;, W;_1) are defined only for such W;_; that the
constraints in the maximization problem in the right hand side of (4.24) are feasible.
We see that adding just one linear constraint significantly complicates the problem.

4.2.2 Inventory Problem with Moment Constraints

Suppose that in addition to the uncertainty set © = D; X - - - X Dy, given by the direct
product of (finite) intervals Dy := [l;, us] C R, we know respective means E[D;]. That
is, let M, be the set of probability distributions supported on the interval [l;, u;| and
having given mean p; € [ly, us], t =1,...,T. Let

mZ:{P:P1X"'XPTZPt€Mt,t:]_,...,T}

consists of probability distributions with independent components from respective
sets M. This implies the stagewise condition.

The corresponding cost-to-go functions are given by the following dynamic equa-
tions, t =1, ..., 2,

Qi(y:) = inf {Ct(xt — ) + sup Ep[¢y(x, Dy) + Quir (20 — Dy) | } : (4.25)

T2yt PeM;

where Qr41(+) = 0.
It is straightforward to verify by induction that the functions @;(-) are convex, and
hence by Theorem 2.13 we have here that the maximum in (4.25), over probability
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measures P € M,, is attained at the probability measure supported on points /; and
u; with respective probabilities p; = (uy — py)/(uy — ;) and 1 —pp = (g — l) /(g — ).
Therefore the respective problem (4.15) is reduced here to the corresponding problem
with single probability distribution of the demand process with the random variables
D, being independent of each other and having discrete distribution Pr(D; = [;) = p,
and Pr(D; = w) = 1 —p, t = 1,...,T. It follows that the minimax and nested
formulations here are equivalent and the problem is time consistent.

5 Computational Approaches to Multistage Stochas-
tic Programming

5.1 Sample Average Approximations of Multistage Problems

Consider the (risk neutral) formulation (3.5) of multistage stochastic programming
problems. It is assumed there that the probability distribution of the data process
&1, ..., & is known, or better to say is specified at the modeling stage of the considered
problem. A particular realization of the random process &, ..., & (recall that & is
deterministic) is called scenario. If the number of scenarios (realizations of the data
process) is finite, then problem (3.5) can be written as one large finite dimensional
deterministic problem. In particular, if the problem is linear, say of the form (3.13),
then this becomes a large linear programming problem.

By generating a sample of the random data process we can construct a Sample
Average Approzimation of the “true” problem (3.5). To this end the Monte Carlo
sampling approach can be employed in the following way. First, a random sam-
ple &, ..., é\ﬁ of Nj realizations of the random vector &, is generated. For each §§,
j =1,..., N7, a random sample of size N, of &3, according to the distribution of &3
conditional on & = §§, is generated and so forth for later stages. That is, at stage
t=1,..,T -1, given a generated realization & of the random process up to time ¢,
N, realizations of &1 are generated according the distribution of &, conditional on
§[y- Here, conditional on &, the samples of §;;, are generated independently of each
other. We refer to this procedure as the conditional sampling. In that way the true
distribution of the random data process is discretized, with every generated path of
the process taken with equal probability. We refer to each generated path as scenario
and to the collection of all scenarios as scenario tree. Note that the total number of
scenarios N = HtT:_ll N,, and hence the probability of each generated scenario is 1/N.

It could be noted that this construction of the scenario tree does not inherits a
possible Markovian structure of the data process. In particular, when the data process
is stagewise independent, the constructed scenario tree does not possess the stagewise
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independence property. If the original process is stagewise independent it is possible to
proceed in the following alternative way. Independent of each other random samples
& ,f,fv ' of respective &, t = 2, ..., T, are generated and the corresponding scenario
tree is constructed by connecting every ancestor node at stage t — 1 with the same set
of children nodes &}, ..., tN *~!. In that way stagewise independence is preserved in the
scenario tree generated by conditional sampling. We refer to this sampling scheme as
the identical conditional sampling. Denote by ¥* and 19/\/ the optimal values of the
true problem (3.5) and the constructed SAA problem, respectively. We have that on
average 191\/ is less than or equal to ¢, i.e.,

0 > E[dy]. (5.1)

The inequality (5.1) holds for the conditional sampling, discussed above, and for the
identical conditional sampling in case of stagewise independence.

If we measure computational complexity, of the true problem, in terms of the
number of scenarios required to approximate true distribution of the random data
process with a reasonable accuracy, the conclusion is rather pessimistic. In order for
the optimal value and solutions of the SAA problem to converge to their true coun-
terparts all sample sizes Ny, ..., Ny_q should tend to infinity. Furthermore, available
estimates of the sample sizes required for a first stage solution of the SAA problem
to be e-optimal for the true problem, with a given confidence (probability), sums up
to a number of scenarios which grows as O(e~2"~Y) with decrease of the error level
e > 0 (cf., [28],[30, section 5.8.2]). This indicates that from the point of view of the
number of scenarios, complexity of multistage programming problems grows expo-
nentially with increase of the number of stages. From an applications point of view
the multistage programming is too important to be dismissed that easily. We dis-
cuss below some possible approaches to solve specific classes of multistage stochastic
programs.

5.2 Stochastic Dual Dynamic Programming Method

In this section we deal with the linear multistage stochastic programming problem
(3.13). The dynamic programming equations for that problem are formulated in
(3.14)—(3.15). There are several difficulties in trying to solve these equations numer-
ically. We assume in the subsequent analysis that the data process is stagewise inde-
pendent (see section 5.2.1 for a discussion of the stagewise independence condition).
From the point of view of dynamic programming this is a significant simplification
since then the cost-to-go functions Q41 (7, &+1) do not depend on &y, t = 1,...,T—1,
and their expectations Q. 1(x;) = E[Qi+1(x¢, &+1)] do not depend on the data pro-
cess. Yet we still face two basic problems, namely how to compute the expectations
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E[Qi41(xt,&41)] and how to represent functions Q;1(x¢) in a numerically accessible
way. If the dimension n; of z; is small, then one can accurately represent Q;,1(x;) by
making a discretization of the domain of x; in the space R™. However, the number
of discretization points required to represent Q,,q(z;) in a reasonably accurate way
grows exponentially with increase of the dimension n; and this approach becomes
impractical, say, for n; > 4. This is the so-called “curse of dimensionality” problem
well known in dynamic programming.

In order to resolve these two problems one needs to compromise on some type
of approximations. As far as computing the expectations is concerned we use Monte
Carlo sampling techniques. That is, an SAA problem is constructed by employing the
tdentical conditional sampling approach based on independently generated samples

5? = (CtjaAtjaBtjvbtj)’ ] = 17""Nt_1’ (52)

of &,t=2,...,T. Recall that in that way the stagewise independence is preserved in
the constructed SAA problem. If, for example, we use the same sample size N; = N,
t =1,..,T — 1, at all stages, then N should be of order O(c72) for the first stage
solution of the SAA problem to be e-optimal for the true problem with a given
confidence (probability) close to one. In that case the total number of scenarios
N = NT-! quickly becomes astronomically large with increase of the number of
stages T even for a moderate values of N, say N = 50. This makes a scenarios
based approach practically inapplicable, say, for T > 4. So we pursue an approach of
approximately solving the dynamic programming equations.

There are various ways how the dynamic programming equations can be ap-
proximated. We discuss below the so-called Stochastic Dual Dynamic Programming
(SDDP) method, originated in Pereira and Pinto [17], applied to the SAA problem.
Of course, it shouldn’t be forgotten that we really want to solve the “true” problem
and a constructed SAA problem is just an approximation. For the SAA problem the
dynamic programming equations take the form!’

Q; (%-1) = xieannt {CtTth + Qo1 (24) 2 Byjwy1 + Ay = byj, w4y > 0}7 (5.3)

for j =1,..., N;,_1, with

Ny
Quy1 (1) = Nlt Z Qe (), (5.4)
j=1

19Compared with previous notation we denote here by Qyj (xt,l) value Q¢ (Jct,l, 5{ ) of the cost-
to-go function.
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t="T,...,2 and Qr41(-) = 0. The optimal value of the SAA problem is given by the
optimal value of the first stage problem

xl\gﬁ% C-lrﬂfl -+ Qz(l'l) s.t. All'l = bl, T Z 0. (55)

Note again that because the stagewise independence is preserved in the constructed
SAA problem, the cost-to-go functions Q; . (:vt) do not depend on the (sampled) data
process. Note also that the cost-to-go functions Q; 4 (xt) are convex, and since the
number of scenarios of the SAA problem is finite are piecewise linear.

The basic idea of the SDDP approach is to approximate the cost-to-go functions
Qi1 (xt) by supporting hyperplanes. This idea forms a basis of various approaches to
solving linear multistage programs. What distinguishes the SDDP method is a specific
way how the supporting hyperplanes are constructed. The SDDP algorithm consists
of the backward and forward steps. In the subsequent analysis we distinguish between
cutting and supporting planes (hyperplanes) of a given convex function @ : R" — R.
We say that an affine function ¢(z) = a+8"x is a cutting plane, of Q(x), if Q(z) > ((x)
for all x € R”. Note that cutting plane ¢(x) can be strictly smaller than Q(x) for all
x € R™. If, moreover, Q(z) = £(Z) for some z € R", it is said that {(z) is a supporting
plane of Q(x). This supporting plane is given by ¢(z) = Q(Z) + g"(x — z) for some
subgradient g € 0Q(7).

A backward step of the SDDP algorithm, applied to the SAA problem, can be
described as follows. Let 7; € R™ be a trial decision point at stage t = 1,..., T — 1 (it
is possible to use more than one trial point at every stage, how these trial points are
constructed will be discussed in the forward step of the algorithm described below),
and let

Q(zi1) = I/?eai}t( {oztk + ﬁtTkact_l} t=2,....T, (5.6)

be a current approximation of the cost-to-go function Qy(-), given by the maximum
of a (finite) collection of its cutting planes. At stage t = T we solve the problem

Min Cr}:jl‘T S.t. BijET—l + ATjﬂfT = ij, xXrTr Z O, (57)
T

for xp_1 = Zp_y and j = 1,..., Ny_;. Note that the optimal value of problem (5.7) is
equal to Qr; (xT,l).
Let Zp; be an optimal solution of problem (5.7) and 7r; be an optimal solution
of its dual
Maxw; (ij — BzjT—l) s.t. A-jrﬂjﬂ'T S Cry, (58)
T

for Tr_1 = Tr_1 and ] = 1, -~-7NT—1- Then

lr(zr_1) = Qr(Tr_1) + g7 (v7-1 — Tr_1), (5.9)
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where

NT_1 NT—I
1

1
Or(zr_1) = ¢ @p; and =— B} #r, 5.10
T( T 1) No s ]Z:; T;LTj gr Ny, JZ:; 757 Tj ( )

is a supporting plane for Qp(-) at T7_;. This supporting plane is added to the
collection of supporting planes of Qr(+), i.e., Qr(-) is replaced by max {Qr(-), (r(-) }.

Now going one stage back let us recall that Qr_; ;j(Z7_2) is equal to the optimal
value of problem

Min C;—ijT—l + QT(xT—1> s.t. BT—l,ji'T—2+AT—1,j$T—l = bT—l,ja Tr—1 > 0. (511)
Tr—1
However, function Qr(-) is not available. Therefore we replace it by Q(-) and hence
consider problem

%1}11 C:_,rﬂfldl'Tfl +QT(Z’T,1) s.t. BTfl,jQ_ij2+ATfl,j$Tfl = bT*l,ja Tr_1 = 0. (512)
Recall that Q7 (-) is given in the form (5.6) by maximum of affine functions. Therefore
we can write problem (5.12) as the following linear programming problem

: T
Min = cp_y ;o711 +0
xr_1,0

s.t. BT—1,jfT—2 + AT—l,ij—l = bT—l,ja Tr—1 2> 0, (5'13)
0 > ary + Bfprr-1, k € Ir.

Consider the optimal value, denoted @, Lj(jT_Q), of problem (5.12) (of problem
(5.13)), and let 77_1 ; be the (partial) vector of an optimal solution of the dual of
problem (5.13) corresponding to the constraint Br_; jZr_o + Ap_q ;271 = br_1 ;.
Furthermore, let

Nr_o
1
QT—l (xT*2) = No_s ; QT—LJ‘(xT*Q)
and
1 Nr_o
_ T ~
gr-1 =T ]Z:; By 1 jTr-1,
Then
br_1(vr—2) == Qp (fT—Q) + 971 ($T—2 - fT—2) (5.14)

is a supporting plane for Q..  (xr_3) at x7_o = Tp_p. Consequently the approxima-
tion Qr_4(-) is updated by replacing it with max {QTfl(-), fT,1(~)}.
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This process is continued backwards until at the first stage the following problem

is solved
Mil’lCIl’l -+ Qg(iﬁl) s.t. Alxl = bl, T Z 0. (515)
1

Of course, the above backward step can be performed simultaneously for several
values of trial decisions 7y, t = 1,...,T — 1. It could be also noted that starting from
t =T —1,.., values Q (z;-1) could be strictly smaller than Q;(z;—;) for some/all
7y_1, and the constructed planes are supporting planes for Q () but could be only
cutting planes for Qy(-).

The computed approximations Qs(-),...,Qr(-) (with Qr11(-) = 0 by definition)
and a feasible first stage solution? Z; can be used for constructing an implementable
policy as follows. For a realization

£t = (CtaAhBta bt)7 = 27 "'7T7

of the data process, decisions 7, t = 1, ..., T, are computed recursively going forward
with Z; being the chosen feasible solution of the first stage problem (5.15), and &,
being an optimal solution of

Min C;rl't —+ DtJrl(l't) s.t. Atﬂft = bt — Btftfl, Tt 2 O, (516)

fort = 2,...,T. These optimal solutions can be used as trial decisions in the backward
step of the algorithm. Note that 7, is a function of z;_; and &, i.e., T; is a function of
&y = (&1, ..,&), for t = 2,...,T. That is, policy Z; = Z4({}y) is nonanticipative and by
the construction satisfies the feasibility constraints for every realization of the data
process. Thus this policy is implementable and feasible for the true problem. If we
restrict the data process to the generated sample, i.e., we consider only realizations
&, ..., &r of the data process drawn from scenarios of the SAA problem, then 7; =
74(&y) becomes an implementable and feasible policy for the corresponding SAA
problem.
Since the policy Z; = 7;(&y) is feasible, the expectation

E

Z Cz-ft(f[t})] (5.17)

gives an upper bound for the optimal value of the corresponding multistage problem.
That is, if we take this expectation over the true probability distribution of the

2ONote that by the construction the first stage solution computed in a backward step is feasible,
i.e., satisfies the constraints A;z; = by, 1 > 0.
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random data process, then the above expectation (5.17) gives an upper bound for
the optimal value of the true problem. On the other hand, if we restrict the data
process to scenarios of the SAA problem, each with equal probability 1/N, then the
expectation (5.17) gives an upper bound for the optimal value of the SAA problem
conditional on the sample used in construction of the SAA problem.

The forward step of the SDDP algorithm consists in generating M random real-
izations (scenarios) of the data process and computing the respective optimal values

T
_ T = S
ji= g CpiTej, J=1,..., M.
t=1

That is, 9J; is the value of the corresponding policy for the realization 51,55, ...,fr{p
of the data process. As such, J; is an unbiased estimate of expected value of that

policy, i.e., E[¢;] = E [Zthl cf ft(f[t])} . The forward step has two functions. First,

some (all) of computed solutions Z;; can be used as trial points in the next iteration
of the backward step of the algorithm. Second, these solutions can be employed for
constructing a statistical upper bound for the optimal value of the corresponding
multistage program (true or SAA depending on from what distribution the sample
scenarios were generated).

Consider the average (sample mean) 0, ZM ¥; and standard error

E

of the computed values ;. Since ¥, is an unbiased estimate of the expected value of
the constructed policy, we have that U,y is also an unbiased estimate of the expected
value of that policy. By invoking the Central Limit Theorem we can say that 0,
has an approximately normal distribution provided that M is reasonably large. This
leads to the following (approximate) (1 — «)-confidence upper bound for the value of
that policy

oM

VM

Here 1 — « € (0,1) is a chosen confidence level and z, = ®~ (1 — a), where ®(-) is
the cdf of standard normal distribution. For example, for o = 0.05 the corresponding
critical value zg g5 = 1.64. That is, with probability approximately 1 —« the expected
value of the constructed policy is less than the upper bound u, ;. Since the expected
value (5.17) of the constructed policy is bigger than or equal to the optimal value of

Uanr = Var + Za—= (5.18)
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the considered multistage problem, we have that u, »s also gives an upper bound for
the optimal value of the multistage problem with confidence at least 1 —«. Note that
the upper bound u, » can be used for the SAA or the true problem depending on
from what distribution the sampled scenarios were generated.

Since £4(+) is the maximum of cutting planes of the cost-to-go function Qy(-) we
have that

Therefore the optimal value of problem (5.15), computed at a backward step of the
algorithm, gives a lower bound for the considered SAA problem, i.e., is less that or
equal to Jx. This lower bound is deterministic (i.e., is not based on sampling) if
applied to the corresponding SAA problem. As far as the true problem is concerned,
recall that ¥* > E[{]. Therefore on average this is also a lower bound for the optimal
value of the true problem. On the other hand, the upper bound u, s is a function of
generated scenarios and thus is stochastic even for considered (fixed) SAA problem.
This upper bound may vary for different sets of random samples, in particular from
one iteration to the next of the forward step of the algorithm.

5.2.1 The SDDP Method without Stagewise Independence

In the above development of the SDDP algorithm it was essential that the data
process is stagewise independent. There are various situations where this condition
of stagewise independence can be maintained by a suitable transformation. Consider
the (general) multistage stochastic programming problem (3.5). Suppose that the
data process satisfies the equations

£t = ht(gt_l, Et)y t = 2, ...,T, (520)

where ¢, € R, t = 2,...,T, is a sequence of independent random vectors and h; :
R%-1 x R — R% are given functions. Then we can write problem (3.5) in the
following form

Min Fi(z) +E| inf Fg(y2)+E[~--+E[ inf FT(yT)]H. (5.21)

r1E€EX] y2€V2(y1,€2) yr €V (Yr—1,€T)

where y; 1= (24,§;) and

Vi(yr1,€) = {(%,ft) NS Xt(xtflyht(gtflyet)): & = he(&-1, Et)} ) (5.22)

t =2,...,T. In the above formulation (5.21), y; are new decision variables.
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Example 10 Consider the linear multistage stochastic programming problem (3.13).
Suppose that parameters of the data process & other than b, are stagewise indepen-
dent (in particular are deterministic) and random vectors by, t = 2,..., T, form a first
order autoregressive process, i.e., by = u+ ®b,_1 + ¢;, with appropriate matrix @, vec-
tor p and error vectors €, ..., er being independent of each other. Then the feasibility
equations of problem (3.13) can be written as

by —®by1 —p=¢, Biwyy — Py —p+ Ay =6, v, 20, t=2,..,T. (523)

Therefore by replacing z; with (x4, b;) and data process with (¢;, A¢, By, ), t = 2, ..., T,
we transform the problem into a linear multistage stochastic program with stagewise
independent data process. ¢

In the above Example 10 the transformation (5.23) preserved the linear, and hence
convexity, structure of the corresponding new problem. Of course, it can happen that
the new formulation (5.21) does not inherit convex structure of the original problem,
i.e., the corresponding cost-to-go functions (see below) may be not convex in y;.

Similar to (3.6)—(3.7) we can write the corresponding dynamic programming equa-
tions for the new problem (5.21):

Qr (Ye—1,€) = inf {Ft(yt) + Qt-}-l(yt)}a (5.24)
Yt €Ve(ye—1,€t)

where vy, = (24, &), multifunctions V;(y;_1, €;) defined in (5.22) and

Qi1(Ye) = E{Qrs1 (yr, €041) } (5.25)

with Qry1(-) = 0.

As another case suppose that the data process &, ..., & of the multistage problem
(3.5) is Markovian. That is, the conditional distribution of &1, given { = (&1, ..., &),
does not depend on (&1, ...,&_1), i.e., is the same as the conditional distribution of &1,
given &, t = 1,...,7 — 1. Then the corresponding dynamic programming equations
(3.6)—(3.7) take the form

Q¢ (14-1,&) = inf ) {Fi(2e,&) + Qi1 (21, &) }, (5.26)

xt€Xe(xs—1,6¢

where
Qi1 (20, &) = E{Qu1 (m1,&1) |4} - (5.27)

Here the cost-to-go functions @ (z;_1,&) and Qi1 (74,&) depend on &, but not on
&1y s §t1)-
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Suppose, further, that the process &, ..., &r can be reasonably approximated by a
discretization so that it becomes a (possibly nonhomogeneous) Markov chain. That

is, at stage t = 2,...,T, the data process can take values &}, ..., tK*', with specified

probabilities of going from state & (at stage t, j, = 1, ..., ), to state & (at stage
t+1).

If the cost-to-go functions are convex in decision variables z; (e.g., the multi-
stage problem is linear) and the numbers K, are reasonably small, then we still can
proceed with the SDDP method by constructing cuts, and hence piecewise linear ap-
proximations, of the cost-to-go functions Q;, (~, 5{‘), je =1,..., K;. Note that in the
backward step of the algorithm the cuts for Q; (xt, 5?), with respect to z;, should be
constructed separately for every j; = 1, ..., K;. Therefore computational complexity
of backward steps of the SDDP algorithm grows more or less linearly with increase
of the numbers K.

If in the forward steps of the algorithm the sample paths are generated from the
original (may be continuous) distribution of the data process (rather than its Markov
chain discretization), then the corresponding feasibility constraints should be restored

by an appropriate projection (cf., [8]).

5.2.2 Convergence Properties of the SDDP Algorithm

One run (iteration) of the backward step of the SDDP algorithm involves solving
T — 1 linear programming problems of the form (5.13). For a given SAA problem,
the number of decision variables of the linear programs (5.13) is constant and the
number of constraints slowly grows with increase of the number of cutting planes
from one iteration to the next. Therefore for a fixed number of iterations, complexity
of one run of the backward step grows slightly faster than linearly with increase of
the number of stages, and similarly for the forward step of the algorithm. The overall
computational complexity of the SDDP algorithm is proportional to the number of
iterations, which in turn depends on an applied stopping criterion.

One possible approach to stop the iterations, for considered SAA problem, is
the following. The gap between the value of the policy associated with the computed
approximations Qs(+), ..., Qr(+) and first stage solution z;, can be estimated by taking
the difference between the upper bound u, and the lower bound given by the
optimal value of problem (5.15). The algorithm can be stopped when this difference
becomes smaller than a specified precision value ¢ > 0. This will give a guarantee
that the SAA problem is solved with accuracy € and confidence 1 — . Unfortunately
what often happens for larger problems with a large number of stages, is that after

94



a certain number of iterations both the upper and lower bounds stabilize?!' and the
decrease in the gap between these bounds becomes insignificant with increase of the
number of iterations. In that case there is no point to continue the iterations even
if the estimated gap didn’t reach the specified accuracy level. So another stopping
criterion is to stop the iterations when the lower bound starts to stabilize.

In that respect it is informative to consider the SDDP algorithm applied to the
two stage linear stochastic programming problem (2.4)—(2.5). The first stage (2.4) of
that problem can be written as

T

1;@)1;10 z+ 9Q(x), (5.28)
where X := {z : Az = b, x > 0} and Q(x) = E[Q(x,&)] with Q(z,£) being optimal
value of the second stage problem (2.5). Let us assume that: (i) the set X' is nonempty
and bounded, (ii) the relatively complete recourse holds, i.e., Q(x,§) < +oo for every
r € X w.p.1, (iii) the feasible set {m : WTr < ¢} of the dual (2.7), of the second
stage problem, is nonempty and hence Q(z,£) > —oo for all z and &.

Let now (5.28) be an SAA problem based on a sample £!, ..., £V of the random data
vector . In that case Q(z) = N~! Zjvzl Q(r,&%) and under the above assumptions
(1)-(iii), the function Q(x) is convex, finite valued and piecewise linear. The backward
step of the SDDP algorithm, applied to this SAA problem, becomes the classical
Kelley’s cutting plane algorithm, [11]. That is, let at k-th iteration, QF(-) be the
corresponding approximation of Q(-) given by maximum of supporting planes of Q(-).
At the next iteration the backward step solves the problem

Minc'z + Q" (x), (5.29)

zeX
and hence compute its optimal value v*1, an optimal solution z*** of (5.29) and a
subgradient g**! € 9Q(z**1). Consequently the supporting plane £(x) := Q(xF+1) +
(¢"*HT(x — 2F*1) is added to the collection of cutting (supporting) planes of Q(-).
Note that for the two stage SAA problem, the backward step of the SDDP algorithm
does not involve any sampling and the forward step of the algorithm is redundant.
In the stochastic programming literature this cutting planes algorithm is often called
the L-shape method (see, e.g., [6, section 5.1]).

Since the function Q(-) is piecewise linear, it is not difficult to show that Kelley’s
algorithm converges in a finite number of iterations. Arguments of that type are
based on the observation that Q(+) is the maximum of a finite number of its support-
ing planes. However, the number of supporting planes can be very large and these

21Recall that the lower bound is monotonically increasing since no cuts are discarded, while the
upper bound u,, s is stochastic and varies from one iteration to the next.
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arguments do not give an idea about rate of convergence of the algorithm. So let us
look at the following proof of convergence which uses only convexity of the function
Q(+) (cf., [22, p.160]).

Denote f(r) := c"z+ Q(z) and by f* the optimal value of problem (5.28). Let z¥,
k =1, ..., be a sequence of iteration points generated by the algorithm, 7% = ¢ + ¢*
be the corresponding subgradients used in construction of the supporting planes and
v* be the optimal value of the problem (5.29). Note that since 2* € X we have
that f(x*) > f*, and since Q¥(-) < Q(:) we have that v¥ < f* for all k. Note also
that since Q(-) is piecewise linear and X is bounded, the subgradients of f(-) are
bounded on X, i.e., there is a constant C' such that?* ||| < C for all v € df(x) and
x € X (such boundedness of gradients holds for a general convex function provided
the function is finite valued on a neighborhood of the set X’). Choose the precision
level ¢ > 0 and denote &, := {k : f(z*) — f* > ¢}. For k < k' we have

F*) + ()T (@ —ah) <o < p
and hence
Fa*) = [ < ()T (" = 2¥) < Iy la* =oM< Clla — 2.
This implies that for any k, k" € & the following inequality holds
|zF — 2| > ¢/(20). (5.30)

Since the set X is bounded, it follows that the set K. is finite. That is, after a finite
number of iterations f(z¥) — f* becomes less than ¢, i.e., the algorithm reaches the
precision ¢ in a finite number of iterations.

For n > 0 denote by 91(X,7n) the maximal number of points in the set X such
that the distance between any two of these points is not less than 1. The inequality
(5.30) implies that M(X,n), with n = ¢/(2C), gives an upper bound for the number
of iterations required to obtain an e-optimal solution of problem (5.28) by Kelley’s
algorithm. Unfortunately, for a given n and X C R" say being a ball of fixed diameter,
the number (X, n), although is finite, grows exponentially with increase of the
dimension n. Worst case analysis of Kelley’s algorithm is discussed in [15, pp. 158-
160], with the following example of a convex problem

xle\%}ﬂlf(x) s.t. |lz]] <1, (5.31)
where f(z) := max {2? + ... + 22, |x,41|}. It is shown there that Kelley’s algorithm
applied to problem (5.31) with starting point z¢ := (0,...,0,1), requires at least

22Unless stated otherwise we assume that the considered norm || - || is Euclidean.
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_ n—1
lnz(fn; ) (\%) calls of the oracle to obtain an e-optimal solution, i.e., the number

of required iterations grows exponentially with increase of the dimension n of the
problem. It was also observed empirically that Kelley’s algorithm could behave quite
poorly in practice.

The above analysis suggests quite a pessimistic view on Kelley’s algorithm for
convex problems of large dimension n. Unfortunately it is not clear how more efficient,
bundle type algorithms, can be extended to a multistage setting. On the other hand,
from the number-of-scenarios point of view complexity of multistage SAA problems
grows very fast with increase of the number of stages even for problems with relatively
small dimensions of the involved decision variables. It is possible to show that under
mild regularity conditions the SDDP algorithm converges (w.p.1) with increase of
the number of iterations. The available proofs of convergence ([19],[31]) are based on
arguments that since the number of scenarios is finite, eventually the piecewise linear
cost-to-go functions Qy(-) will be reconstructed and hence (w.p.1) an optimal policy
will be computed in a finite number of iterations. Unfortunately, these proofs don’t
give an indication of how many iterations will be needed in order to solve the problem
with a given accuracy. The analysis of two stage problems indicates that the SDDP
method could give reasonable results for problems with a not too large number of
decision variables; this seems to be confirmed by numerical experiments.

5.2.3 Risk Averse Implementations of the SDDP Method

Let us look again at the linear multistage stochastic programming problem (3.13).
In that formulation the expected value E [Z;ﬁzl c;rxt] of the total cost is minimized

subject to the feasibility constraints. That is, the total cost is optimized (minimized)
on average. Since the costs ¢] x; = ¢f 7,(§y), t = 2, ..., T, are functions of the random
data process, they are random and hence are subject to random perturbations. For
a particular realization of the random process these costs could be much bigger than
their average (i.e., expectation) values. Recall that we referred to the formulation
(3.13) as risk neutral as opposed to risk averse approaches. The goal of a risk averse
approach is to avoid large values of the costs for some possible realizations of the data
process. One such approach will be to maintain constraints ¢fx; < vy, t = 1,...,T,
for chosen upper levels 1, and all possible realizations of the data process. However,
trying to enforce these upper limits under any circumstances could be unrealistic and
infeasible. One may try to relax these constraints by enforcing them with a high
(close to one) probability. However, introducing such chance constraints can still
result in infeasibility and moreover is difficult to handle numerically. So we consider
here penalization approaches. That is, at every stage the cost is penalized while
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exceeding a specified upper limit.
In a simple form this leads to the following risk averse formulation

Min ¢z, +E min  Fy(xg) + ]E[ 4+ E| min FT(IT)]] :
Arz1=b1 Bax1+Aszo=b2 Braxr_1+Arzr=br
120 x2>0 x>0

(5.32)
where
Fi(zy) = c] o + kylef oy — vy, t=2,..,T,

with 74 and x; > 0 being chosen constants. The additional terms rc/z; — 4]
represent the penalty for exceeding the upper limits ;. An immediate question is
how to choose constants v; and k;. One possible approach is to take 1, to be the
(1 — a)-quantile (say, the 95% quantile) of the distribution of the cost ¢/Z; of the
optimal policy of the risk neutral problem. These quantiles can be estimated by, first,
solving the risk neutral problem and hence computing its optimal policy ; = Z;(£)),
t =2,...,T. Then at each stage the (1 — «)-quantile of the distribution of the cost
¢f Ty is estimated by randomly generating M realizations of the random process and
computing respective costs in the forward step procedure. For the constants x; one
can use the same value x for all stages, with this value being gradually increased in
experiments.

The SDDP algorithm with simple modifications can be applied to the problem
(5.32) in a rather straightforward way. In the backward step of the algorithm at the
last stage the corresponding problem (5.7), of the risk neutral formulation, should be
replaced by

Min C;ij + KT[C;JHZT — VT]+ s.t. BTj-rT—l + AT]'JZT = ij, xp > 0, (533)
zT

which can be written as the following linear programming problem

Min = cp;z7 + krwr
T, wr

s.t. BT]‘ZL‘T_1 + Ale’T = ij, XT Z 0, (534)
wy = C’}—’ij — vy, wr 2 0.

At stage T'— 1 the corresponding problem (5.13) of risk neutral formulation should
be replaced by

: T
Min CT—l,ij—l + Rr—1wr—1 + 0
Tr—_1,Wwr—1,0
s.t. BT—1,jifT—2 + AT—1,j$T—1 = bT—l,ja rr—1 > 0, (5‘35)

-
0 > ary + Bryxr-1, k € I,

T
Wr-1 2 Cp_y jTr-1 — Vr-1, Wr—1 > 0,
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and so on going backward in time. The forward step of the algorithm basically is the
same as in the risk neutral case with costs c;rxt replaced by c;rxt + Ky [cz—xt — V)4

It could be noted that in the above approach the upper limits v, are fixed and
their calculations are based on solving the risk neutral problem which involves all
possible realizations of the data process. In other words in formulation (5.32) the
upper limits are not adapted to a current realization of the random process. Let us
observe that optimal solutions of problem (5.32) will be not changed if the penalty
term at t-th stage is changed to v; + k¢[c]z; — 14], by adding the constant ;. Now
if we adapt the upper limits 14 to a realization of the data process by taking these
upper limits to be (1 — ay)-quantiles of ¢/ x; conditional on observed history &;_y), we
end up with penalty terms given by AVAR, ¢, with a; = 1/k;. This leads to the
nested risk averse formulation (3.107)—(3.108).

It is also possible to give the following interpretation of the risk averse formu-
lation (3.107)-(3.108). Recall that AV@R,[Z] > V@R,(Z). Therefore py¢, ,[Z] >
V1, [Z], where

2] = (1 = ME [Z|&4-1] + MVOR,, [Z[€-1] - (5.36)

If we replace pye,_, [Z] in the risk averse formulation (3.108) by Jy¢,_, [Z], we will
be minimizing the weighted average of means and (1 — «)-quantiles, which will be a
natural way of dealing with the involved risk. Unfortunately such formulation will
lead to a nonconvex and computationally intractable problem. This is one of the main
reasons of using AV@QR,, instead of V@R, in the corresponding risk averse formulation.

Dynamic programming equations for the risk averse problem (3.107)—(3.108) are
given in (3.118)—(3.119). For the SAA problem (recall that we use the identical con-
ditional sampling approach so that the stagewise independence property is preserved
in the SAA problem) these equations for ¢t =T, ..., 2, take the form

Qe (1e-1) = . GRig}fu R {Ctzjt + A1t + Viga (@, ue) © By + Aoy = byj, 20 > 0};
(5.37)
J=1,..., Ny_1, where
1 &
Vi (@, up) = N Z {(1 = A1) Qe (w0) + Apraishy [Qrany (w0) —w], ) (5.38)
t 4
with Vry1(-) =0 and Apyq := 0. At the first stage problem
Min ] 2y + Aouy + Vo(x1,uy) s.t. Ayzy = by, o1 >0, (5.39)

1 ER™1 u1 €R
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should be solved. Note again that in this formulation decision variables at t-th stage
are r; € R™ and u; € R.

By the chain rule for subdifferentials we have that the subdifferential of the (con-
vex) function ¢(x—1, u—1) = [Q; (T1-1) — ut_1]+ at a point (z;_1,ui—1) = (Ty_1, Us_1)
can be written as

[0, 0] if Qi (Te1) < U,
OD(Zy—1, Up—1) = Useoa,,@—nl9> =11 i Qj (Zea) > Ty, (5.40)
Useooy () [tg, —t] if Qi (Te—1) = 1.
t€(0,1]

Consequently, if g;; € 0Q4; (T4-1), j = 1, ..., Ny_1, then a subgradient of V; (x;_1, u;—1)
at (T4 q,Us_1) is given by?3

Ni—1
1
N (1—XN) E gij + )\tOét_l E Gtjs —)\t()ét_1|~7t| ) (5.41)
t—1 X .
j=1 JET:

where
T ={):Qu (T4—1) > w1, j=1,..,N1}.
One can proceed now in backward steps of the SDDP algorithm in a way similar to the
risk neutral case by adding cutting planes of the cost-to-go functions V; (241, u;—1).
Let us consider now construction of the corresponding forward step procedure.

Given a feasible first stage solution (71, u1) and a current set of piecewise linear lower
approximations U (z;_1, us—1) of cost-to-go functions V; (z4_1,u¢—1), t = 2, ..., T, we
can proceed iteratively forward by solving problems

Min ¢] 7, + M1ty + By (2, u) st Ayry = by — Bywy_y, 2 > 0, (5.42)

Tg,Ut
for a (randomly) generated scenario &, ..., &r. Let (T4, uy), t = 1,..., T, be respective
optimal solutions. These solutions can be used in constructions of cutting planes in
the backward step procedure. We have that 7, = 7;(p) and @, = w,(§y), t = 1,..., T,
are functions of the data process, and Z;({) gives a feasible and implementable
policy. Unfortunately, here the forward step of the SDDP algorithm cannot be easily
adapted for estimating value of this policy.

5.3 Reduction to Static Problems

Another possible approach to multistage stochastic programming is to reduce dynamic
setting to a static case. Consider the multistage problem (3.5). Suppose that we can

ZRecall that |J;| denotes the cardinality, i.e., the number of elements, of the set J;.
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identify a parametric family of policies (g, 0), t = 1,...,T, depending on a finite
number of parameters § € R? (compare with section 2.2 where this was discussed
for two stage problems). Suppose further that we can construct a set © C R? such
that these policies are feasible for all § € ©. That is, for all # € © it holds that
71(0) € Xy and 7,(&,0) € Xt(ft_l(ft 11,0), &) t =2,....,7, wp.l. Consider the
following stochastic program

Min Fi (71(0)) + E

ZE(@(f[t};&ft)] : (5.43)

Since by construction the considered policies are feasible, the optimal value of problem
(5.43) gives an upper bound for the optimal value of the original multistage problem
(3.5). Of course, quality of a solution Z;({,0%), t = 1,...,T, of (5.43), viewed as a
solution of the original multistage problem (3.5), depends on a successful choice of
the parametric family.

The above problem (5.43) is a (static) stochastic problem and could be solved,
say by the SAA method, provided that the set © is defined in a computationally
accessible way. That is, a random sample of N scenarios 52, . §T, 7 =1,...,N, of the
data process is generated and problem (5.43) is approximated by the Corresponding

SAA problem

1 N T
Min Fy (71(0)) + — ZZE (&, 0), ). (5.44)

0cO
j=1 t=2

Recall that the number N of generated scenarios required to solve static problem
(5.43) with a given accuracy € > 0, by employing the SAA problem (5.44), is of order
O(e7?%) provided some standard regularity conditions hold (see [30, section 5.3]).

Example 11 Suppose that we have a finite family of feasible policies
{af (&), t=1,...,T}, k=1,. K.

Suppose, further, that the multifunctions X;(+, &) are convez, i.e., the set &] is convex
and for a.e. & and all z;_ 1,2, ; and 7 € [0, 1] it holds that

Xz, &)+ (1= 1) X1, &) C X(Taer + (L — 7)), &), t=2,...,T. (5.45)

For example, the multifunctions X (-, ) representing feasible sets of linear multistage
programs, defined in (3.3), are convex. Consider convex combination

SO Zekxt o), t=1,...T, (5.46)
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of these policies. Here 6 = (01, ...,0k) € Ak, with Ag := {9 e RE . Zszl 0, = 1}
being the K-dimensional simplex. Feasibility of the considered policies means that
fork=1,.., K,

xf(f[t}) € Xt(‘rf—l(g[t—l]% 515)7 = 27 cy Ta Wp]-7 (547)
and hence
K
_ k _
(&, 0) € Y OkXi(af 4 (§uon)). &), t=2,..., T, w.p.l. (5.48)
k=1

By convexity of the multifunctions X (-, &;) we have that the right hand side of (5.48)
is included in X (7¢({y,0), &), and hence it follows that z¢(£y,0), t = 1,...,T, is a
feasible policy for any # € Ag. This approach with several examples is discussed in
[12]. Note that for the linear multistage problem (3.13), with linear objective function,
the corresponding problem (5.43) has an optimal solution at one of the extreme points
of Ak, i.e., at a point of the form 6* = (0,...,0,1,0,...,0). That is, in that case the
optimal policy Z;(&pg, ¢*) coincides with one of the considered policies. ¢

5.3.1 Affine Policies

Another way of constructing parametric policies is to consider policies which are
affine functions of the data process (compare with section 2.2.1). As an example let
us consider the inventory model (4.15) with a specified probability distribution of the
demand process:

Min E {ZZ;I Ct(l’t - yt) + bt[Dt — ZEt]+ + ht[ZEt - Dt}—l—}

TL>Yt

s.t. yt+1:$t—Dt7 t:].,,T—].

(5.49)

Recall that the minimization in (5.49) is performed over (nonanticipative) policies of
the form w1, 22(Dpy), ..., v (Dyr_1)) satisfying the feasibility constraints of (5.49) for
almost every realization of the demand process.

Consider now policies of the form

t
l‘t(D[t,”) = 0175 + Z@TtDT_l, t= 2, ceny T, <550)

T=2

depending on the parameter vector § = (612, ...,07r). Since these policies are given
as affine functions of the data (demand) process, such policies are called affine. Sub-
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stituting these policies into (5.49) we obtain the following optimization problem

Min E{Q(Il — 1)+ 01[D1 — 2]+ + bz — Daly

z12Y1,0
+ Zfzg ct<91t + 25—22 QTtDrfl - el,tfl - 23;12 er,tleq-fQ + thl)
+bi[Dy — 614 — Zizg Or¢Dr1] 4 + hy[01e + Zj—:Q OreDr 1 — Dt]+}

st. O+ Z::2 D7y > 0141+ Zf—_:lg 0r1-1Dr—9 — Dy,
t=2,.,T—1, (Dy,...Dr) €D,

(5.51)
where Dy := 0 and ® C RZ is the support of the distribution of random vector
(D1, ..., Dr). Since in problem (5.51) optimization is constrained to affine policies,
its optimal value gives an upper bound for the optimal value of the original problem
(5.49). Of course, if optimal values of problems (5.49) and (5.51) do coincide, then
an optimal solution of problem (5.51) defines an affine policy which is an optimal
solution of problem (5.49).

Problem (5.51) is a static stochastic problem with a finite number of decision
variables, 01, ..., 077 and x1, and an infinite number of linear constraints. There are
two basic difficulties in solving problem (5.51). One is that the expected value cannot
be computed in a closed form and should be approximated. This can be approached
by generating a random sample of the demand vector (Dy, ..., Dr) and approximating
the corresponding expectation by the sample average, that is by constructing the
Sample Average Approximation (SAA) problem. Still the infinite number of linear
constraints could be difficult to handle in a general case.

Note that the feasibility constraints of problem (5.51) can be written in the fol-
lowing equivalent form

max {91,t—1 + ZtT_:lQ 0ri—1Dr_9 — Dy_q1 — 014 — 2322 HTtDT_l} <0,

(D1,....D7)€ (5.52)
t=2..,T—1.

In some cases the maximum in (5.52) can be written in a closed form. Suppose that
random variables Dy, ..., Dr are independent, i.e., the demand process is stagewise
independent, with distribution of D; being supported on interval I; = [l;,u;] C Ry,
t=1,..,T. Thatis, ® = I} X --- X I7. In that case the maximization in (5.52) sepa-
rates into maximization with respect to each D; € [; individually, and the maximum
is attained either at Dy = [; or Dy = w, t = 1,...,T. Consequently the feasibility
constraints of problem (5.51) can be written explicitly as a finite number of linear
constraints.
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Suppose now that the demand process can be modeled as an autoregresive process
AR(p) of the form

Dy =p+ ¢1 Dy + ... + ¢pDypy + 4, (5.53)

with €; being a sequence of iid random variables, ¢ = 1,...,T, and D;_,, ..., Dy being

given (observed) values. We can write this AR(p) in the following matrix form w; =
M + @’U)t_l + Tta Where W = (Dt—17 ceny Dt_p)T,

¢1 pr
e A
(] 1 (]

M = (11,0,...,0)T and Yy := (,_1,0,...,0)T. Substituting this into (5.49) we obtain
problem

Min E{ Zthl Ct(l't — yt) + bt[/i + Cbth — T+ 5t]+ + ht[l't e ngwt — Et]+}

Tt2Yt
st Yy =T —p—Qwy—ey, t=1,...,T — 1,
Wiy = M+ Qwy + YTyyq, t=1,....,T — 1,

(5.54)
where ¢ := (¢1,...,,)T. Note that optimization in (5.54) is performed over decision
variables x; and w;, and the random process is €1, ...,er (compare with Example 10
on page 93).

Formulation (5.54) allows to write dynamic programming equations, with cost-to-
go functions Q(y;, w;), and hence to apply, say, the SDDP algorithm. In order to
formulate affine policies in terms of the random process €1, ..., e we can proceed as
follows. We can write the demand process in the form D, = u; + Zizl 0B-+€-, where
the coefficients p; and (3, can be computed recursively using equation (5.53). We can
consider now affine policies of the form

t
wi(Ep—n) =+ Y o1, t =2, T. (5.55)
T=2
Substituting this into (5.49) we obtain similar to (5.51) a static stochastic program
in terms of decision variables x; and ~,; and random variables &;.

Such affine policies can be formulated for more complex stochastic programs. For
example for linear stochastic programs of the form (3.13), with only right hand sides
bs, ..., by being random, we can consider affine policies of the form

t
wb) = g+ Y Uaby, t=2,...T, (5.56)

T=2
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depending on parameters — vectors p; and matrices W.,. In this case the objec-
tive function is linear in b, and hence its expectation can be written explicitly as
clry + ZtT:g of (e + S, U..03;), where 3, := E[b]. The feasibility constraints
could be more difficult to handle and would require a careful formulation adjusted to
a particular problem.

Remark 9 It is possible to show that a linear stochastic program of the form (3.13)
has a continuous piecewise affine optimal policy, provided that: (i) its optimal value
is finite, (ii) only its right hand sides by, ..., by are random, (iii) the process by, ..., by is
stagewise independent, (iv) the number of scenarios is finite. The arguments are sim-
ilar to those of Example 1 on page 6. That is, because of the stagewise independence
the (expectation) cost-to-go functions Q. 1(x;) do not depend on the data process,
are convex and piecewise linear since the number of scenarios is finite. Consequently
the optimization problems in dynamic equations, given in the right hand side of (5.3),
can be formulated as linear programming problems with the corresponding right hand
sides being linear functions of b;; and Byjx;—1. By a standard result of the theory of
parametric linear programming we have then that an optimal solution of the right
hand side of (5.3) is a continuous piecewise affine function of b;; and x,_;. The proof
can be completed by induction going backward in time (cf., [2]). Note that for these
arguments to be valid the conditions (i)—(iv) are essential. ¢
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Index

(Q, F, P) probability space, 4

:= equal by definition, 2

AT transpose of matrix (vector) A, 3

C* polar of cone C, 38

Ty o T, composition of two mappings, 22

7 = 7' notation, 17

zR 7 relation, 21

la]+ = max{0,a}, 19

B Borel sigma algebra, 27

A(«) measure of mass one (Dirac mea-
sure), 26

L2, F, P) space, 16

L,(82, F, P) space, 16

L,(82, F, P;R™) space, 5

My ® - @ My, 64

Nx(z) normal cone to set X' at point = €
X, 13

®(-) cdf of standard normal distribution,
91

Z* dual space, 16

AV@R, Average Value-at-Risk, 20

E expectation operator, 2

2 dual set, 18

&(x, &) set of Nash equilibrium points, 45

® group of measure-preserving transfor-
mations, 21

I uncertainty set of probability measures,
2

P set of probability density functions, 17

conv{A} convex hull of set A, 14

dom © domain of multifunction Q, 7

R extended real line, 2

¢ end of example or remark, 8

esssup essential supremum, 16

Ext(Z) set of extreme points, 37

i end of proof, 22

14(-) indicator function of set A, 25

(-, ) scalar product, 16

| J | cardinality of set J, 100

Jf(z) subdifferential of convex function,
13

pos W positive hull of matrix W, 4

Pr(A) probability of event A, 11

p)y conditional risk measure, 56

V@R, Value-at-Risk, 20

§[s,q history of the process from time s to
time t, 53

&y history of the process, 49

K}y conditional expectation, 49

affine decision rule, 8

chance constraints, 40
ambiguous, 41
comonotonicity, 23
conditional sampling, 85
identical, 86
convex hull, 14
cumulative distribution function, 20
cumulative distribution function (cdf), 78
cutting plane, 88

decision rule, 6, 49
distribution
unimodal, 80
dual set, 18
duality gap, 12
dynamic programming equations, 50

essential supremum, 16

function
cost-to-go, 50
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indicator, 25
random lower semicontinuous, 5
support, 18

independent identically distributed (iid),

78
Kelley’s cutting plane algorithm, 95
Law of Large Numbers (LLN), 78

Markov chain, 94
measurable space, 4
measure
absolutely continuous, 19
Dirac, 26
nonatomic, 21
measure-preserving transformation, 21
metric projection, 48
multifunction, 3
convex, 101

Nash equilibrium, 44

nonanticipativity, 49
constraints, 53
Lagrange multipliers, 54

point
extreme, 37
polar cone, 38
policy, 6, 49
affine, 8, 102
feasible, 49
nonanticipative, 49
optimal, 50
positive hull, 4
probability space, 4
problem
adjustable robust, 67
linear multistage, 49
linear two-stage, 3

newsboy, 76

newsvendor, 76

of moments, 36

risk averse multistage, 59

risk neutral multistage, 49

semi-infinite programming, 39
process

Markovian, 93

random data, 48

stagewise independent, 49

quantile, 20, 78

random variables, 16
reference distribution, 16
reference probability measure, 16
relatively complete recourse, 4
risk measure, 16
Average Value-at-Risk, 20
coherent, 17
comonotonic, 23
law invariant, 21
mean-upper-semideviation, 19
Value-at-Risk, 20

saddle point, 13
Sample Average Approximation (SAA), 11,
32
multistage, 85
scenario tree, 85
scenarios, 3, 85
Slater condition, 33
SMPEQ problems, 47
space
decomposable, 5
dual, 16
finite signed measures, 35
reflexive, 16
stagewise independence, 49
stochastic programming problem
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multistage, 48

multistage linear, 51

two stage, 3

with equilibrium constraints, 47
support of probability distribution, 8
supporting plane, 88

theorem
Banach-Alaoglu, 17
Brouwer’s fixed point, 48
Fenchel-Moreau, 18
Hoffman’s lemma, 7
Khintchine, 80
Kusuoka, 23, 24
Levin-Valadier, 15
Minkowski, 37
Moreau-Rockafellar, 14
Prohorov, 15
Radon-Nikodym, 19
Richter-Rogosinski, 36
tight, 15
time consistency, 63
topology
strong, 16
weak, 14
weak*, 17

variational inequality, 47
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