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1. III Estimation: General Concepts
   1 Let $X_1, \ldots, X_n$ independent random variables identically distributed with density function
   \[ f(x) = \begin{cases} 
   (\theta + 1)x^\theta & 0 \leq x \leq 1 \\
   0 & \text{otherwise} 
   \end{cases} \]
   (a) Find a Method of Moments (MOM) Estimator.
   (b) Find the Maximum Likelihood Estimator (MLE).

2 Let $\bar{X}_1$ and $S_1^2$ be the sample mean and variance for a sample of size $n_1$ from a population with mean $\mu_1$ and variance $\sigma_1^2$. Similarly, let $\bar{X}_2$ and $S_2^2$ be the sample mean and variance for a sample of size $n_2$ from a population with mean $\mu_2$ and variance $\sigma_2^2$.
   (a) Find an unbiased estimator for $\mu_1 - \mu_2$ and find its standard error.
   (b) Find the bias of the estimator $\bar{X}_1 - \bar{X}_2^2$ for the parameter $\mu_1 - \mu_2^2$. What happens to the bias as the sample sizes of $n_1$ and $n_2$ increase to $\infty$?
   (c) Assume that both populations have the same variance; that is, $\sigma_1^2 = \sigma_2^2 = \sigma^2$.
   Show that
   \[ S_p^2 = \frac{(n_1 - 1)S_1^2 + (n_2 - 1)S_2^2}{n_1 + n_2 - 2} \]
   is an unbiased estimator of $\sigma^2$.

3 Suppose that the expectations of three random variables are equal ($E(X_1) = E(X_2) = E(X_3) = \mu$), and their variances are $Var(X_1) = 7$, $Var(X_2) = 13$, and $Var(X_3) = 20$.
   Consider the point estimates
   \[ \hat{\mu}_1 = \frac{X_1}{3} + \frac{X_2}{3} + \frac{X_3}{3} \]
   \[ \hat{\mu}_2 = \frac{X_1}{4} + \frac{X_2}{3} + \frac{X_3}{5} \]
   \[ \hat{\mu}_3 = \frac{X_1}{6} + \frac{X_2}{3} + \frac{X_3}{4} + 2 \]
(a) Calculate the bias of each point estimate. Is any one of them unbiased?
(b) Calculate the variance of each point estimate. Which one has the smallest variance?
(c) Calculates the mean square error of each point estimate. Which point estimate has the smallest mean square error for \( \mu = 3 \)?

IV Computer Problem

Sampling Distributions for Sample Mean and Sample Variance Using R

Suppose that an experimenter observes a set of variables that are taken to be normally distributed with an unknown mean and variance. Using simulation methods, for given values of the mean and variance, we can simulate the data values that the experimenter might obtain. More interestingly, we can simulate lots of possible samples of which, in reality, the experimenter would observe only one. Performing this simulation allows us to check on sampling distributions of the parameter estimates.

Let us assume that \( \mu = 100 \) and \( \sigma^2 = 9 \), which, in fact, the experimenter does not know. In our simulation study, we assume that the experimenter will observe 100 observations, which are normally distributed. To simulate a sample of 100 observations from \( N(100, 9) \), which the experimenter might observe, the R command is

\[
x = \text{rnorm}(100, \text{mean}=100, \text{sd}=3)
\]

The vector \( x \) will contain 100 values which are observations from a normal distribution \( N(100, 9) \).

**Question 1.** What is the mean and the variance of this sample? How do the sample mean and sample variance compare to true values of the mean and variance?

**Instructions.** Use functions `mean` and `var` in R to find the mean and the variance.

```r
mean(x)
var(x)
```

**Question 2.** Obtain random samples from the sampling distributions for the sample mean and the sample variance.

**Instructions.** In order to check the sampling distribution of the sample mean \( \hat{\mu} \) and of the sample variance \( \hat{\sigma}^2 \), we will simulate 100 samples for several times (say 500 times). To simulate 500 times, we run the `rnorm` command within a for loop and create a matrix \( X \) with 500 rows and 100 columns, each row corresponding to one sample of 100 observations:

```r
n = 100 #number of observations in one sample
S = 500 #number of simulations
X = matrix(0,nrow=S, ncol=n)
for(i in 1:S){
  X[i,] = rnorm(n,mean=100,sd=3)
}
```
To obtain the sample means and sample variances of the 500 samples, we apply the function `apply` as follows:

```r
means = apply(X, 1, mean)
variances = apply(X, 1, var)
```

The vectors `means` and `variances` will contain the 500 sample means and 500 sample variances of the 500 samples.

**Question 3.** Find the 5-numerical summary for the sample means and sample variances from the 500 samples (using the R functions `summary` and `var`). Plot the sample means and sample variances using a histogram.

**Instructions.** The R command for a histogram is `hist`. To divide the figure into two panels each panel with one different plot use the command `par(mfrow=c(2,1))`.

```r
par(mfrow=c(2,1))
hist(means)
hist(variances)
```

**Question 4.** What is the (theoretical) sampling distribution of \( \hat{\mu} \) if we know that the 500 samples come from a normal distribution \( N(100, 9) \)? Does the histogram approximate the sampling distribution for the sample mean? Why?

**Question 5.** What is the (theoretical) sampling distribution of \( \hat{\sigma}^2 \) if we know that the 500 samples come from a normal distribution \( N(100, 9) \)? Does the distribution of the sample variances from the 500 samples approximate the theoretical sampling distribution?

**Instructions.** In order to evaluate the sampling distribution for \( \hat{\sigma}^2 = S^2 \), we can use the `qqplot`. We will use `qqplot` to compare the distribution of the sample for \( \hat{\sigma}^2 \) and its theoretical distribution. The function used for the sampling distribution of \( \hat{\sigma}^2 \) is `rchisq(500, df = (100-1))` and the R command for using `qqplot` function is

```r
qqplot(variances, (rchisq(500, df = (100-1))*9/(n-1)))
```