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ABSTRACT

This paper describes a new method for online logistic regression when the feature vectors lie close to a low-dimensional manifold and when observations of the feature vectors may be noisy or have missing elements. The new method exploits the low-dimensional structure of the feature vector, finds a multi-scale union of linear subsets that approximates the manifold, and performs online logistic regression separately on each subset. The union of subsets enables better performance in the face of noisy and missing data, and offsets challenges associated with the curse of dimensionality. The effectiveness of the proposed method in predicting correct labels of the data and in adapting to slowly time-varying manifolds are demonstrated using numerical examples and real data.

Index Terms—Online learning, manifold learning, subspace tracking, logistic regression, big data

1. INTRODUCTION

Logistic regression [1] is a highly effective technique for supervised learning of classifiers. It is widely used in data mining, cancer classification using microarray data [2], computational advertising, phishing email scams, and social network analysis [3]. In recent years, online algorithms have become a popular approach to logistic regression for large-scale problems [4, 5], due to its simple implementation and effectiveness in processing massive quantities of data.

In many scenarios, we have to process streaming data \((x_t, y_t)\), where \(x_t \in \mathbb{R}^D\) is a “feature vector” with large \(D\) and \(y_t \in \{0, 1\}\) is a label. The goal is to learn a classifier via updates based on training pairs, so that when only \(x_t\) is available we may predict the label \(\hat{y}_t\). When the feature dimension \(D\) is large, this task can be particularly challenging due to the well-known curse of dimensionality. We can side-step this problem by exploiting low-dimensional structure underlying \(x_t\). In many settings, however, this low-dimensional structure must be updated from streaming data and may be slowly changing over time. We must update the model to track the dynamic structure. Moreover, missing data is frequently encountered in high-dimensional data analysis: it is often impossible or too costly to obtain complete data, as in internet tomography [6]. The primary challenges are to find this (possibly dynamic) low-dimensional structure within a high-dimensional feature space and exploit this in the logistic regression framework using streaming data.

In this paper, we develop a new method for multiscale online logistic regression for data on dynamic manifolds, which we call MOUSSE-Logit. It regresses on low-dimensional linear subsets that are approximations of the manifold; moreover, it is able to handle noisy and missing elements in the feature vectors. Our recent work on Multiscale Online Union-of-Subsets Estimation (MOUSSE) algorithm enables online estimation and tracking of a set of linear approximations to the manifold. Based on this algorithm, we project data onto the local linear approximations, and perform logistic regression in the lower dimensional projected space. We show that when the feature vector has an intrinsic manifold structure, MOUSSE-Logit can: (1) regress on the low-dimensional space with much lower computational cost; (2) achieves better performance working in a low-dimensional space than logistic regression in the ambient space; and (3) achieves better performance than logistic regression based on projecting feature vectors on a single subspace. Numerical examples and real-data experiments demonstrate the strong performance of MOUSSE-Logit.

Related work includes sparse logistic regression [7], which imposes an \(\ell_1\) penalty on the logistic parameter in regression, so that the number of features (entries in feature vector) used in regression is small. In contrast, MOUSSE regresses on learned projections of the feature vectors. In this sense, MOUSSE-Logit is closer to logistic regression based on the batch (not online) approach of sufficient dimension reduction [8].

2. FORMULATION

2.1. Model

Suppose we are given training data \(\{(x_{\Omega_t}, y_t, \Omega_t)\}, t = 1, 2, \ldots\). The observed feature vector \(x_{\Omega_t}\) is defined as follows. Assume the “ideal” or true feature vector \(v_t\) lies on submanifold \(M_t \subset \mathbb{R}^D\), and let \(x_t\) be a noisy realization of \(v_t\):

\[
x_t = v_t + w_t,
\]

where \(w_t\) is a Gaussian noise with zero mean and variance \(\sigma^2\). Here \(D\) denotes the ambient dimension. The intrinsic dimension of the submanifold \(M_t\) is \(d\); we assume \(d \ll D\). The underlying submanifold \(M_t\) may vary slowly with time. At each time \(t\) we only observe \(x_{\Omega_t}\) on a subset of indices \(\Omega_t\). Let \(P_{\Omega_t}\) represent the \(|\Omega_t| \times D\) matrix that selects the axes of \(\mathbb{R}^D\) indexed by \(\Omega_t\); we observe

\[
x_{\Omega_t} = P_{\Omega_t} x_t.
\]

The label \(y_t \in \{0, 1\}\) may not be observed for test data. Assume the labels \(\{y_t\}\) are generated according to a Logistic model described as follows [9]. Define the logistic function as

\[
h(w; p, b) = \frac{1}{1 + e^{-p^T w - b}},
\]
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where \( w \in \mathbb{R}^m \) is a vector of features, \( p \in \mathbb{R}^n \) denotes the weight vector, \( b \in \mathbb{R} \) denotes an intercept or offset, and the notation \( ^\top \) denotes transpose of a matrix or vector. We assume the labels \( \{y_t\} \) are Bernoulli with probability \( p \) of being 1 that depends on \( v_t \):

\[
P(y_t = 1) = h(v_t; \theta, b),
\]

where \( \theta \in \mathbb{R}^D \) is the weight vector on the feature vector, and \( b \in \mathbb{R} \) is the intercept.

Our goal is to use online logistic regression to design a classifier based on streaming training data \( \{(x_{t1}, y_t, \Omega_t)\} \) which exploits the low-dimensional submanifold structure of \( v_t \).

### 2.2. Attribute and relational data

Our formulation is motivated by the following two types of problems. In the first scenario, we may want to infer the label of data according to its attribute. For example, in a recommendation system, \( x_t \) is the feature vector of a customer, \( y_t \) indicates whether a customer likes a given product. In a reputation system (say credit scoring system), \( x_t \) are the features of a user, and \( y_t \) is a label indicating whether the user is reliable or not.

In the second scenario, we may have relational data for a pair of users \( (n_t, m_t) \), which consist of their feature vectors \( z_{n_t}, z_{m_t} \in \mathcal{X} \) in space \( \mathcal{X} \) and a label \( y_t \) that takes value 1 if user \( n_t \) and user \( m_t \) are related (e.g., they are friends) at time \( t \). Then we would like to infer whether two people for whom we have not observed relationship indicators are likely to become friends. This scenario can be mapped to the first scenario. We can define a metric that compares two feature vectors (for example, take entry-wise difference): dist \((z_{n_t}, z_{m_t}) : \mathcal{X} \times \mathcal{X} \to \mathbb{R}^D\). Then we may use \( x_t = \text{dist}(z_{n_t}, z_{m_t}) \) as features in logistic regression.

### 3. LOGISTIC REGRESSION

In the following, we will present two approaches for logistic regression: regression in the original \( \mathbb{R}^D \) feature space, and regression in the \( \mathbb{R}^d \) projected feature domain.

#### 3.1. Logistic regression in \( \mathbb{R}^D \) feature space

With training data \( (x_{t1}, y_t, \Omega_t)_{t=1}^N \), we can find parameters \( (\theta, b) \) to the logistic regression model \( \mathcal{H} \) by maximizing the log-likelihood function with observed data entries, which is given by

\[
\ell(\theta, b; \{x_{t1}, y_t, \Omega_t\}) = \sum_{t=1}^N \{y_t \log h(x_{t1}; \theta_{t1}, b) + (1 - y_t) \log[1 - h(x_{t1}; \theta_{t1}, b)]\},
\]

where \( \theta_{t1} = \mathcal{P}_{\Omega_t} \theta \).

In the online setting, we discuss how to update estimates for parameters \( (\theta, b) \). Let the estimated parameters at time \( t \) be \( (\theta_t, b_t) \). At time \( t + 1 \), when there is new data with feature vector \( x_{t+1} \) and unknown label, we can predict its label using

\[
\hat{y}_{t+1} = \begin{cases} 
1, & h(x_{t1}; \theta_{t1}, b_t) \geq 1/2; \\
0, & \text{otherwise}.
\end{cases}
\]

When both the feature vector \( x_{t+1} \) and the label \( y_{t+1} \) are available, we can update \( (\theta_t, b_t) \) by stochastic gradient descent. Consider the following one-sample log-likelihood function with data \( (x, y) \):

\[
\ell(\theta, b; x, y) = y \log h(x; \theta, b) + (1 - y) \log(1 - h(x; \theta, b)).
\]

Let \( [w]_m \) denote the \( m \)-th element of vector \( w \). The gradient of \( \ell \) is given by

\[
\frac{\partial \ell(\theta, b; x, y)}{\partial \theta} = -(h(x; \theta, b) - y), \quad \frac{\partial \ell(\theta, b; x, y)}{\partial b} = -(h(x; \theta, b) - y)
\]

With missing data, we can update the parameter \( \theta_t \) on the dimensions where the feature vector are observed:

\[
\theta_{t+1} = \theta_t + \eta(h(x_{t1}; \theta_{t1}, b_t) - y_{t+1})[x_{t+1}]_m, \quad m \in \Omega_{t+1},
\]

\[
b_{t+1} = b_t + \eta(h(x_{t1}; \theta_{t1}, b_t) - y_{t+1}), \quad \eta > 0 \text{ is the step-size.}
\]

#### 3.2. Logistic regression in \( \mathbb{R}^d \) projection space

When feature vectors lie in a low-dimensional space, we can exploit this structure to reduce computational complexity and achieve better prediction performance. Note that label \( y_t \) depends on \( x_t \) through the logistic function with argument \( \theta^\top x_t \), in the following we focus on this inner product \( \theta^\top x_t \).

First we consider a special case, and demonstrate that when there is no noise in the observed feature vector \( x_{t1} = v_t \) (i.e., \( \Omega_t = \{1, \ldots, D\} \) so there is no missing data), and the feature vector \( v_t \) lies in a \( d \)-dimensional subspace embedded in \( \mathbb{R}^D \), then logistic regression in the ambient space and the projected space are identical. In particular, assume \( v_t = U\beta \), for some orthogonal basis \( U \in \mathbb{R}^{D \times d} \), where \( \beta = U^\top v_t \in \mathbb{R}^d \) is the coefficient of \( v_t \). Let \( a = U^\top \theta \in \mathbb{R}^d \) be the projection of \( \theta \) on the linear subspace.

In the following, we will show

\[
\theta^\top v_t = a^\top \beta,
\]

To see this, we decompose \( \theta \) into a component that lies in \( U, \theta_\perp \), and a component that is orthogonal to \( U, \theta_\parallel \), with \( \theta = \theta_\parallel + \theta_\perp \). Note that \( \theta_\parallel = Ua, \theta_\perp = (I - UU^\top)\theta \). By this decomposition, \( \theta_\parallel^\top v_t = \theta_\parallel^\top v_t + \theta_\perp^\top v_t \), with

\[
\theta_\parallel^\top v_t = a^\top U^\top U\theta = a^\top \beta,
\]

\[
\theta_\perp^\top v_t = \theta_\perp^\top (I - UU^\top)U\beta = \theta_\perp^\top (U - UU^\top)\beta = 0,
\]

since \( U^\top U = I \). Hence, we have \([11]\).

Since \( y_t \) depends on \( v_t \) through the logistic function with argument \( \theta^\top v_t \), the above argument demonstrates that with knowledge of the subspace \( U \), we can first project \( v_t \) onto the subspace, and then perform logistic regression in the projection space.

The benefit of performing logistic regression in the projection space is two-fold: first, when the observed feature vector is noisy \( x_{t1} = P_{\Omega_t}(v_t + w_t) \), knowledge of \( U \) helps with denoising and imputing missing elements; second, projection significantly lowers computational complexity: instead of estimating \( D + 1 \) parameters \( (\theta, b) \) in ambient space, in the projection space we only need to estimate \( d + 1 \) parameters \( (a, b) \).
When \( v \) lies on a low-dimensional manifold rather than a linear subspace, we can use a union of linear subsets to approximate the manifold, and project feature vectors onto the union of subsets. The above arguments motivate our new algorithm described in Section 4.

The main computational cost of MOUSSE-Logit comes from computing the subspace tracking, which is on the order of \( O(dD) \) [10], higher than computing standard online logistic regression (complexity \( O(D) \)). The memory requirement for MOUSSE-Logit, dominated by storing the subspace, is on the order of \( O((Dd)^2) \), higher than online logistic regression (where the memory requirement dominated by storing the weight vector \( O(D) \)). However, the benefits of MOUSSE-Logit include imputing the missing data using subspace projection and achieving better performance by denoising, as demonstrate in Section 5.

4. MOUSSE-LOGIT ALGORITHM

In this section, we present the new algorithm, MOUSSE-Logit, which approximates the manifold in the feature vector space by union of linear subsets that are organized in a tree structure, projects the feature vectors onto the linear subsets, and then fits a logistic model using projected feature vectors. To obtain the approximation to the manifold, and update the estimate using streaming data, we use our recently developed Multiscale Online Union of Subspace Estimation (MOUSSE) algorithm [10]. To update logistic regression parameters, we develop a stochastic gradient descent method based on projected feature vectors. The MOUSSE-Logit algorithm is summarized in Algorithm 1.

4.1. Union-of-subset approximation

MOUSSE uses a union of low-dimensional subsets \( \tilde{M}_t \) to approximate \( M_t \), and organizes these subsets using a tree structure. The idea for a multiscale tree structure is drawn from the multiscale harmonic analysis literature [11]. The leaves of the tree are subsets that are used for the submanifold approximation. Each node in the tree represents a local approximation to the submanifold at one scale. The parent nodes are subsets that contain coarser approximations to the submanifold than their children.

More specifically, the approximation at each time \( t \) consists of a union of subspaces \( S_{j,k,t} \) that is organized using a tree structure. Here \( j \in \{1, \ldots, J\} \) denotes the scale or level of the subset in the tree, where \( J_0 \) is the tree depth at time \( t \), and \( k \in \{1, \ldots, 2^j\} \) denotes the index of the subset for that level. The approximation \( M_t \) at time \( t \) is given by:

\[
\tilde{M}_t = \bigcup_{(j,k) \in A_t} S_{j,k,t},
\]

where \( A_t \) contains the indices of all leaf nodes used for approximation at time \( t \). Also define \( T_t \) to be the set of indices of all nodes in the tree at time \( t \), with \( A_t \subset T_t \). Each of these subsets lies on a low-dimensional hyperplane with dimension \( d \) and is parameterized as

\[
S_{j,k,t} = \{ v \in \mathbb{R}^D : v = U_{j,k,t}z + c_{j,k,t}, \qquad z^T \Lambda_{j,k,t}^{-1}z \leq 1, \quad z \in \mathbb{R}^d \}.
\]

The matrix \( U_{j,k,t} \in \mathbb{R}^{D \times d} \) is the subspace basis, and \( c_{j,k,t} \in \mathbb{R}^D \) is the offset of the subset from the origin. The diagonal matrix

\[
\Lambda_{j,k,t} = \text{diag}(\lambda_{j,k,t}^{(1)}, \ldots, \lambda_{j,k,t}^{(d)}) \in \mathbb{R}^{d \times d},
\]

with \( \lambda_{j,k,t}^{(1)} \geq \cdots \geq \lambda_{j,k,t}^{(d)} \geq 0 \), contains eigenvalues of the covariance matrix of the projected data onto each subset. This parameter specifies the shape of the ellipsoid by capturing the spread of the data within the subset. Each node also has a parameter \( \delta_{j,k,t} \) measuring the approximation error associated with each subset and is used in evaluating the distance of a sample to the subset.

MOUSSE estimates this tree of subsets by balancing the approximation errors and the number of subsets used for approximation to prevent data-overfitting (more details in [10]).

4.2. Online update of parameters and tree structure

MOUSSE-Logit uses the same tree structure as MOUSSE, and it also includes two more parameters for each node: \( a_{j,k,t} \) and \( b_{j,k,t} \), which are the slope and intercept of the logistic model fitted using data associated and projected onto the subset \( S_{j,k,t} \). In summary, the parameters used in MOUSSE-Logit are

\[
\{ U_{j,k,t}, c_{j,k,t}, \Lambda_{j,k,t}, \delta_{j,k,t}, a_{j,k,t}, b_{j,k,t} \}_{(j,k) \in T_t}.
\]

For initialization of these parameters, \( \{ U_{j,k,t}, c_{j,k,t}, \Lambda_{j,k,t}, \delta_{j,k,t} \} \) in (16) and the tree structure, we apply MOUSSE initialization on the training feature vectors \( \{(x_t, \Omega_t)\} \). To initialize the logistic regression parameters \( \{a_{j,k,t}, b_{j,k,t}\} \), we use projected data \( \{(\beta_t, y_t)\} \) to fit a logistic model.

When a new sample \((x_{t+1}, y_{t+1}, \Omega_{t+1})\) becomes available, MOUSSE-Logit updates the parameters, and the tree structure if necessary. There are three main steps: (a) find the subset in the \( \tilde{M}_t \) that is closest to \( x_{t+1} \); (b) use MOUSSE to update \( \tilde{M}_t \) by updating parameters and the tree structure; (c) using stochastic gradient descent to update logistic parameter \( \{a_{j,k,t}, b_{j,k,t}\} \) of the closest subset and all its ancestor.

More details about the first two steps can be found in [10]. In the following we focus on updating of the logistic regression parameters, which can be achieved by performing stochastic gradient descent using the log-likelihood function (19) as the cost function. Given the union of subsets approximation estimated by MOUSSE, to update logistic parameters or predict label, we first project the feature vector with missing entries onto to a subset with minimum distance. The distance metric used is the approximate Mahalanobis distance [10], since it captures the low-dimensional structure of the data. Denote the pseudoinverse operator that computes the coefficients of a vector in the subspace spanned by \( V \) as \( V^\# = (V^TV)^{-1}V^T \). When \( U \) is an orthogonal matrix, we have \( U^\# = U^T \). Given a subset with parameters \( \{U, c, \Lambda, \delta\} \), we compute the projection coefficient of \( x_t \) with support \( \Omega_t \) onto the subset as

\[
\beta_t = U_t^\# (x_{\Omega_t} - c_{\Omega_t}).
\]

This projection essentially imputes the missing entries using the subspace rather than filling in zeros. Then the orthogonal component is given by \( \beta_t^\perp = (I - U_t U_t^\#)(x_{\Omega_t} - c_{\Omega_t}) \). Using the projections, the approximate Mahalanobis distance of \( x_t \) to the subset is defined as

\[
\rho_\delta(x_t, S) = \beta_t^\perp \Lambda_t^{-1} \beta_t + \delta_t^{-1} ||\beta_t^\perp||^2,
\]

which combines Mahalanobis distance (commonly used in classification) and the Euclidean distance.

In the following, let \( \beta_t \) denote the projection coefficients of \( x_{\Omega_t} \), projected onto the corresponding minimum distance subset. Using the projected training feature vectors, we can estimate the
logistic parameters by maximizing the following log-likelihood function
\[ f(a, b; \{\beta_t, y_t\}) = \sum_{t=1}^{N} y_t \log h(\beta_t; a, b) + (1 - y_t) \log[1 - h(\beta_t; a, b)]. \] (19)

In the online setting, we discuss how to update estimates for parameters \((a, b)\). Let the estimated parameters at time \(t\) be \((a_t, b_t)\). At time \(t + 1\), when there is new data with feature vector \(x_{t+1}\) and unknown label, we can predict its label using
\[ \hat{y}_{t+1} = \begin{cases} 1, & h(\beta_{t+1}; a_t, b_t) \geq 1/2; \\ 0, & \text{otherwise}. \end{cases} \] (20)

When both the feature vector \(x_{\Omega_{t+1}}\) and the label \(y_{t+1}\) are available, we can update \((a_t, b_t)\) by stochastic gradient descent, by finding the minimum distance subset, computing the projection \(\beta_{t+1}\), and updating the logistic regression parameters using stochastic gradient descent to maximize the log likelihood function. Let \((a_t, b_t)\) denote the parameter at time \(t\), we can update these parameters by
\[
[a_{t+1}]_m = [a_t]_m - \eta h(\beta_{t+1}; a_t, b_t) - y_t)\beta_{t+1}]_m, \quad m = 1, \ldots, d
\]
\[ b_{t+1} = b_t - \eta h(\beta_{t+1}; a_t, b_t) - y_t, \] (21)

where \(\eta > 0\) is the step-size.

**Algorithm 1 MOUSSE-Logit**

1. Initialize parameters (16) and tree structure
2. for \(t = 1, 2, \ldots\) do
3. Given data \(x_{\Omega_t}\), its support \(\Omega_t\) (and for training, label \(y_t\))
4. Find the set with minimum approximate Mahalanobis distance (18) to \(x_{\Omega_t}\)
5. Compute projection \(\beta_t\) (17) using parameters of minimum distance set \((U^*, c^*, \Lambda^*, \delta^*)\)
6. If label is not available, predict label via (20) using \((a^*, b^*)\) of the minimum distance set
7. Update parameters \((U^*, c^*, \Lambda^*, \delta^*)\) using MOUSSE
8. If label is available, update logistic regression parameters of the minimum distance set and all its ancestors using (21)
9. end for

5. NUMERICAL EXAMPLES

We compare the average error in predicting labels using three methods: (1) Online logistic regression in \(\mathbb{R}^D\) (described in Section 3.1); (2) Online logistic regression in \(\mathbb{R}^d\) by projecting feature vectors on an estimated single subspace, which corresponds to restricting \(K = 1\) in MOUSSE; (3) MOUSSE-Logit in \(\mathbb{R}^d\).

The manifold we generate is a chirp-signal, with ambient dimension \(D = 100\) and intrinsic dimension \(d = 2\). The two-dimensional parameters \([f_0, \Phi]\) are uniformly random generated: frequency \(f_0 \in [1, 100]\), and phase \(\Phi \in [0, 1]\). Define \(v_t \in \mathbb{R}^D\) with its \(n\)-th element being
\[ [v_t]_n = \sin\left(2\pi(f_0 z_n + \frac{k_t^2}{2} z_n^2 + \Phi)\right), \] (22)

where the indices, \(z_n = 10^{-4} n, n = 1, 2, \ldots, 100\), corresponds to regularly spaced samples between 0 and 0.01. The parameter \(k_t\) controls how fast the submanifold changes:
\[
k_t = \begin{cases} 0.1t & t = 1, 2, \ldots, 1000, \\ 0.1(t - 1000) & t = 1001, \ldots, 2000, \\ 200 - 0.1(t - 1000) & t = 2001, \ldots, 3000. \end{cases}
\]

For MOUSSE, we use PETREL-S-FO for tracking [10], and parameter values are \(\epsilon = 0.3, \mu = 0.02, \alpha = 0.9\).

We use the first 1000 samples generated by (22) for training, and the remaining 2000 samples for test. We perform training with a batch method using a variant of k-means, as detailed in [10], followed by batch logistic regression on the learned submanifold approximation. Then for the test procedure, we first use each of the three algorithms to predict label \(\hat{y}_n\), then reveal the true label and use \((x_n, \hat{y}_n, \Omega_n)\) to update the classifier.

The performance metric is given by average prediction error on the test samples: \(P_e = T^{-1} \sum_{t=1001}^{T} \mathbb{I}[\hat{y}_t \neq y_t], T = 2000\). In the following, we average \(P_e\) over 50 independent trials; each trial is a sequence generated by (22).

We also compare these methods on real data for credit card fraud detection: the user E-commerce transaction history data set in 2008 UCSD data mining competition [4]. We choose an arbitrary sequence from the data set, which corresponds to the spending pattern of one user over time. The series has 144 samples, and each sample is a transaction record that consists of a \(D = 41\) dimensional feature vector and a label that indicating if the transaction is normal \((y_t = 0)\) or a fraud \((y_t = 1)\). We randomly permute the order of these samples for each of our 50 trials, and use 72 samples for training and the remaining 72 samples for test.

The parameters for MOUSSE-Logit are \(d = 3, \epsilon = 15, \mu = 0.05, \alpha = 0.9\). We obtain \(P_e\) for each of 50 random permutations, and then average \(P_e\) across these trials. The comparison results are shown in Table 1, where in the first column \(\sigma\) is the noise variance and the second number is the percentage of missing entries in the feature vector. The credit card data does not have missing entries or known noise statistics. In all cases, MOUSSE-Logit outperforms the other two methods, especially in the real data experiment.

**Table 1: Comparison of average \(P_e\)**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Online Logistic</th>
<th>Single Subspace Logistic</th>
<th>MOUSSE-Logit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma = 0, 60%)</td>
<td>0.0559 ± 0.0323</td>
<td>0.2053 ± 0.0730</td>
<td>0.0410 ± 0.0182</td>
</tr>
<tr>
<td>(\sigma = 0.1, 40%)</td>
<td>0.0455 ± 0.0275</td>
<td>0.1716 ± 0.0616</td>
<td>0.0343 ± 0.0179</td>
</tr>
<tr>
<td>credit data</td>
<td>0.3883 ± 0.1706</td>
<td>0.1389 ± 0.0995</td>
<td>0.1107 ± 0.0615</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

We have presented a new method, MOUSSE-Logit, for online logistic regression when the feature vectors lie close to a manifold with intrinsic dimension \(d\) much smaller than the ambient dimension \(D\). MOUSSE-Logit has low complexity (proportional to \(d\)) and good performance, as demonstrated using numerical examples and a real-data experiment.
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