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Abstract

The Line Sum Scaling problem for a nonnegative matrix A is to find
positive definite diagonal matrices Y, Z which result in prescribed row and
column sums of the scaled matrix YAZ. The Matrix Balancing problem
for a nonnegative square matrix A is to find a positive definite diagonal ma-
trix X such that the row sums in the scaled matrix X AX are equal to the
corresponding column sums. We demonstrate that e-versions of both these
problems, same as those of other scaling problems for nonnegative multiin-
dex arrays, can be reduced to a specific Geometric Programming problem.
For the latter problem, we develop a polynomial-time algorithm, thus deriv-
ing polynomial time solvability of a number of generic scaling problems for
nonnegative multiindex arrays. Our results extend those previously known
for the problems of matrix balancing [3] and of double-stochastic scaling of
a square nonnegative matrix [2].

Key words: matrix scaling, matrix balancing, polynomial-time complex-

ity.

1 Introduction

The Line Sum Scaling problem is as follows:

(LSS): Given two positive vectors r € R™, ¢ € R™ and an m x n matrix
A = [A;;] with nonnegative entries and without zero rows and columns,
find positive m x m diagonal matrix Y and positive n x n diagonal matrix
Z such that the row sums in the matrix Y AZ form the vector r, and the
column sums form the vector c:

YAZ1, =r, (YAZ)'1,, =c,

where 1; = (1,...,1)T.
——

k
It is convenient (and, of course, does not restrict generality) to assume
once for ever that the data r, ¢ of the problem are normalized by

Z?"i—FZCj:Q. (1)
=1 j=1



The “e-relaxation” of (LSS) is the problem

(LSS,): Given the same data as in (LSS) and a positive ¢, find positive
m x m diagonal matrix Y and positive n X n diagonal matrix Z such that
the row sums in the matrix Y AZ are e-close to r, and the column sums are
e-close to c:
IYAZL, — | + (YAZ) 1, — c|i < &

from now on, for a vector z € RN ||z||; = &N, |2i].

The data (A,r,c) of (LSS) are called proper, if (LSS) is solvable, and are called
semi-proper, if all problems (LSS.), € > 0, are solvable. The goal of this paper is to
prove polynomial time complexity bound for the following problem:

(LSS’ ): Given the same data as in (LSS) and a positive ¢, find positive
m x m diagonal matrix Y and positive n X n diagonal matrix Z such that
the row sums in the matrix Y AZ are e-close to r, and the column sums are
e-close to c:
IYAZL, — 7|y + |[(YAZ)"'1,, — c|ly <,

or detect correctly that the data (A, r,c) are not semi-proper.

The main result of our paper is that if e € (0,1) and the data r,¢ of (LSS) are
normalized to have ||r||; + ||c¢/l1 = 2, then problem (LSS?) can be solved in no more

than
<2 n mnyvm3 + n3 ln(mnﬂ)>
3

O(1)(m +n)*In (2)
real arithmetic operations, where /3 is the ratio of the largest and the smallest positive
entries of A.

There is a significant literature devoted to LSS; see [7, 2] and references therein.
Most of this literature concerns existence, characterization and reductions; in par-
ticular, semi-properness is characterized in [7]. Here our goal is to obtain complex-
ity bounds on solving (LSS ), that is, on computing approximate scalings to pre-
scribed accuracy. Our approach follows [2] which considered the important special
case when A is square and r = ¢ = 1,, (the “double-stochastic scaling”). It is shown in
this reference that “e-double-stochastic” scaling of a nonnegative matrix A for which
a double-stochastic scaling exists can be found in polynomial time, specifically, in
O (n4 In (&?ﬁ)) operations (essentially same as implied by (2) for the case of m = n).!)

1) After the work on this paper was finished, we became aware of the “in process” paper [5] where
the authors announce strongly polynomial algorithm for LSS with complexity bound O(n” InnIn(1/¢))
(in [5], n = m). The advantage of the latter bound is that it is free of the “number-dependent” quantity
0; note, however, that (2) is proportional to Inln § and that the dependence on the sizes n,m in our
bound is much better than the one in [5].



The paper is organized as follows: in Section 2 we start with formulating a specific
geometric programming problem (problem (GS) — (GS?) below) which covers LSS
as a special case and study (GS) — (GS?) in the case of “standard data” — those
satisfying a “standard” side condition (which is automatically satisfied for the LSS
problem). We identify necessary and sufficient conditions for solvability of (GS) with
standard data and obtain an explicit upper bound on the norm of a solution to a
solvable (GS). Equipped with this result, we present in Section 3 a simple polynomial
time algorithm for (GS) with standard data. Section 4 contains applications of the
results to the LSS problem; in particular, the application of our algorithm to the (GS)-
reformulation of the LSS problem implies the complexity bound of (2). In concluding
Section 5 we illustrate our results on polynomial time solvability of (GS) by a pair
of other applications. The first is the balancing problem for a nonnegative matrix;
here we demonstrate that the best known so far polynomial time complexity bound
for the matrix balancing problem from [3] can be straightforwardly derived from our
results on (GS). The second application is a “multi-index sum scaling problem”. In
this problem, one is given a p-dimensional nonnegative array A (say, 3D array {A4;;;})
and is allowed to multiply the entries by ¢ positive “scaling arrays”, the entries of each
array depending on a given part of the indices (in our 3D example this could be the
transformations A;;, — Bij = X;Y;Zp A, with positive X, Y}, Z;). The goal is to
find a scaling of this type which results in prescribed partial sums of the entries of

the scaled array (in the example we have specified, these are the planar sums > By,
j7k

> Bijk, > Biji). It turns out that a problem of this type can be easily converted to

ik ij

the form of (GS), so that our results on the latter problem imply straightforwardly
polynomial time solvability of the multi-index sum scaling problem.

2 Convex Programming reformulation of (LSS)

2.1 Reformulation and solvability issues

Let A be a nonnegative matrix, K be the total number of nonzero entries in A, and
let (i(k),j(k)), k=1,..., K, be an enumeration of the corresponding cells. Let us set

o a=(ay,....ax)’, ar = Aig)ir),

® 0 = e + fiw) € RY = R™ x R", k = 1,..., K, where ¢; and f; are the
natural extensions (by adding zeros) to RY of the basic unit vectors in R™, R™,

respectively;
e g = (7‘) cRY
c
= %IN.



Passing in (LSS) from the unknowns Y, Z to unknowns z € R™*" according to
Yii=exp{z;},i=1,...m; Z;; =exp{amy;}, j=1,...,n,
we reformulate (LSS) equivalently as the problem

K
Find z: > apexp{cfa}oy = o, (GS)

k=1
while (LSS ) becomes the problem
Given € > 0, find = such that Hzle ay exp{olz}oy — aHl <e

or detect correctly that inf,

K apexp{olz}o, — aHl > 0.

Note also that
elop=1 k=1, K; efo=1 (3)

(the latter equation is given by the normalization (1)).

2.1.1 Generalization

Problems (GS) and (GS?) with data a > 0, {0}, € RN}/, and o0 € R" not necessarily
derived from (LSS) were introduced and studied in [8]. In particular, for applications
of these problems beyond (LSS) see [8] and Section 5. In the remainder of the Section
and in the following Section we deal with problems (GS) and (GS’,) independently of
the origin of the data, but with the assumption that the data admits a vector e such
that the relation (3) is satisfied; in such cases we call the data of (GS) standard. Of
course, testing whether or not a particular data of (GS) is standard and computing a
vector e satisfying (3) if the answer is affirmative is a simple Linear Algebra problem.

Note that for solvable (GS) the assumption that the data of (GS) is standard is
“basically equivalent” to the assumption that

(a) The affine hull of oy, ..., 0k does not contain the origin.

Indeed, if the data of (GS) is standard, then (a) of course is satisfied. Now let (a) be
satisfied. An elementary result in Linear Algebra then assures the existence of a vector
e with ef'o, = 1, k = 1, ..., K; further, in this case, solving a simple Linear Algebra
problem, we may find such a vector e. After e is identified, we may check whether
ef'o > 0. If it is not the case, (GS) clearly is unsolvable, otherwise we may multiply
o by a positive constant A to get ef(Ao) = 1. It remains to note that in the case
of (a) the problems (GS) with proportional to each other, with positive coefficients,
vectors o are equivalent to each other: if 3", ay exp{o} z}oy is equal/close to o, then
S arexpi{o®(z + (In N)e) }oy is equal, respectively, close to Ao. Thus, in the case of a
we either can detect that (GS) is unsolvable, or pass to equivalent “normalized data”
satisfying (3) (this is what we are doing when imposing normalization condition (1) on
the LSS data).

From now on, speaking about (GS) — (GS,), we exclude the trivial case when all
ok, k=1,..., K, are equal to each other; for the LSS problem, it means that we assume
that min[m,n] > 1.



2.1.2 Solvability conditions

The data (a > 0,{0x}5,,0) of (GS) are called proper, if (GS) is solvable, and are

called semi-proper, if
K

> apexp{ojzto,—o
k=1

= 0. (4)
1
Note that when the data (a > 0, {04}, o) of (GS) are proper, with solution z, then
(multiplying both sides of

inf
X

K
> apexp{oiato, =0
k=1
by e and using (3)) S5, apexp{o}fx} = 1, thus, o is a convex combination, with
positive weights, of o1,...,0x. Similarly, assuming that the data of (GS) are semi-
proper we conclude, by using a limiting argument, that o belongs to the convex hull
of o1, ...,0x. Thus, we see that the necessary condition for properness of the data of

(GS) is
C. 0 is a convex combination, with positive weights, of o1, ..., 0
while the necessary condition for the data of (GS) to be semi-proper is
C'. 0 is a convex combination of oy, ..., 0.

Variants of C and C’ which consider positive and nonnegative linear combinations
(without asserting that the corresponding coefficients sum to 1) were considered in
8]; specifically these variants were shown to be equivalent, respectively, to properness
and semi-properness of the data of (GS) without the assumption that there exists e
satisfying (3). In the same spirit, we will show below that C and C’ themselves are
sufficient, and not just necessary, for properness and semi-properness of the standard
data of (GS). Our proof is a byproduct of results we develop in the next subsection.

2.1.3 Convex Programming reformulation and bounds on the norm of a
solution

Let E be the linear span of the vectors oy, — oy, k, ¢ =1, ..., K, and F' be the orthogonal
complement to £ in RY. Consider the convex function

f@)=¢(x) =o'z, ¢(z) = 111(}; ay exp{oy v })

(to check that f is convex, see, e.g., [1], Lemma 7.12, p. 197). We start with the
following simple observation:



Lemma 2.1 Let o be an affine combination of o1, ...,0x (as it is the case under as-
sumption C'). Then f is constant along F:

flx4+v)=f(r) YeeRNWweF

Proof. If z € RY and v € F, then
olv=0lv=..=0ckv=0clv

(the first K — 1 equalities are readily given by the fact that v is orthogonal to all
differences o, — oy, k, ¢ =1, ..., K, and the last equality follows from the first K — 1 of
them since o is an affine combination of o7y, ..., 0x). Consequently,

flx+v) = In (Zle ay exp{of (z + v)}) —oT(z +v)
{ln (fo:l a exp{ag:c})} — oz + [alTv — O'TU} u

= f(x).

Our next observation is as follows:

Lemma 2.2 Assume that there exists e satisfying (3). Then the set of solutions to
(GS) is exactly the set of minimizers x of f satisfying the condition ¢(x) = 0. Further,
if o 1s an affine combination of o1, ..., 0k, as is the case under assumption C', f attains
a minimum over RN if and only if (GS) is solvable.

Proof. We first observe that

_ Yragexplofaioy
VI =5 expioTa}

Now, if z is a solution to (GS), then

> apexp{ofzto, — o =0 (6)
k
and, as we have seen in the previous subsection,

> apexp{ofz} =1, or, equivalently, ¢(z) =0, (7)
k

These two conditions combine with (5) to show that V f(z) = 0, thus, every solution
x to (GS) is a global minimizer of f satisfying ¢(x) = 0. Alternatively, if = is a global
minimizer of f, then Vf(x) = 0; hence, if in addition ¢(x) = 0, the equivalence in
(7) combines with (5) to show that x is a solution to (GS). To complete the proof, we
should demonstrate that if ¢ is an affine combination of oy, ...,0x and f attains its
minimum, then among minimizers of f there are points with ¢ = 0, which is immediate:



indeed, if f attains its minimum at a point z, then, by Lemma 2.1, all points from the
affine plane = + F also are minimizers of f. By (3), e € F, so that the point

T=1x—¢(x)e

is a global minimizer of f. It remains to note that

0(7) = In(Searexp{of (z - d(x)e)})
= 9@ 6 [by (3) -

We are about to demonstrate that under assumption C f attains its minimum
on RY (so that, by Lemma 2.2, (GS) is solvable) and to get an upper bound on the
distance from the origin to the set of minima of f. This bound will be expressed in
terms of four data-dependent quantities we are about to introduce.

Observe that z € RN satisfies

max olr = mk@n oix

if and only if of z is a constant over k, that is if and only if x € F’; hence such z is in
E if and only if x = 0. Consequently, the following quantity is well-defined:
1

a=aloy,...,0) = max = : — (8)
z€E,||zll2=1 Maxy o T — Miny 0, T

with || - ||2 being the standard Euclidean norm of a vector. Note that by homogeneity
reasons one has
re kb= ml?xa,fm — mkin ot x> a tzls. 9)

Assuming that the data of (GS) satisfy C, let us set

— — ] -1
7 = (01 0k, 0) = minmaxA,, (10)

A = A(O’l,...,O'K,O'):{)\GRK| )\>O,Zk)\k:1,2k)\kak:a}.

(It is straightforward to check that when C is satisfied, the minimum in (10) is at-
tained.) If C is not satisfied, we set y(oy, ..., 0k, 0) = +00.
Finally, let

maxy Qg
= — TR 11
5= Bla) = S, (1)
and
d=6(0y,...,0K) = k&:}(HakHl. (12)

We are ready to formulate one of our main results:



Proposition 2.1 Let the data a > 0,{o, € RV} |, 0 € RY of (GS) satisfy C, and
let there exist e € RN satisfying (3). Then problem (GS) is solvable, and there exists a
solution x, to this problem such that

|zl < R = R(a,01,...,0k,0) = ayIn(Kf), (13)
with a, 3,7 given by (8), (10), (11), respectively.

In particular, C is a necessary and sufficient condition for the solvability of problem

(GS).

Proof. We have already seen that C is necessary for solvability of (GS). Now assume
that C is satisfied. As we have seen in Lemma 2.2, solvability of (GS) is equivalent to
the fact that f attains its minimum on R"; thus, all we need to prove is that f attains
its minimum on RY, and that at least one of the minimizers of f satisfies (13). Since
C clearly implies the premise of Lemma 2.1, f is constant along F', so that it suffices
to verify that f attains its minimum on F at a point satisfying (13). To this end, in
turn, it suffices to demonstrate that

z € E,|lzll2 > R = f(z) > f(0). (14)
To establish (14), observe first that

£(0) = In (Z ak> < In(K maxay). (15)

k

On the other hand, by definition of v in (10) there exists representation

K
o = Z /\kak
k=1

with 3, \r = 1 and min, A\, = v~ L. Let z € E. We clearly have, with ¢ = miny, In a;,
and k*, k, as the maximizer and minimizer of o} x over k, respectively,

6(v) = In(ay: exp{of-a}) > ¢+ maxof,

whence
f(x) c+max,ofr—olx
¢+ maxy ol w — Y, Aot T
c+ Y Melmaxy, of v — of 7]
¢+ A, [maxy of © — ol x]
¢+ (ming \y)[maxy of x — miny, ol 7
¢+ (ming Ap)o™ ||z by (9)]

ety a7z

v

IV IVIV I

Combining the resulting inequality with (15), we get

reE= f(x)— f(0) > c—In(Kmaxgag) +a vtz
= ming Inag — In(K max ag) + a1y~ |z],
= In(ming ay) — In(KBming ax) + a1z
= a 'y |lzll2 — ayIn(KB)],

and the concluding quantity is positive when ||z[js > R. »

8



Corollary 2.1 Let the data a > 0,{c, € RN}, 0 € RN of (GS) satisfy C', and let
there exist e € RN satisfying (3). Then the data are semi-proper, i.e., (4) is satisfied.
Thus, C' is a necessary and sufficient condition for semi-properness of the data of

(GS).

Proof. C’ implies that ||o||; < maxy ||ok||1 = d(o1, ..., 0k). Now, given € > 0, let us set

g = _—<_
€ €+247 16
o = (1=0)o+L35, 0y (16)

Under assumption C’ the data a, {0} |, o, clearly satisfy C, so that by Proposition
2.1 there exists z. € RY such that

K
Z ay exp{oi zc Yoy, = 0.
k=1

and consequently

o = Sl acexp{ofztor]|| = llo o],
0 lo & e,
Oc (llo]ls + maxp<x [|ok/l1)
20,5 by C']

€.

IAIAIA

3 Polynomial complexity of (GS?)

We are about to demonstrate that problem (GS?) can be solved in polynomial time.
Given € > 0, let us choose somehow an a priori upper bound @ on «(o7y, ..., o) and set
(cf. the proof of Corollary 2.1)

g = pBla) [see (11)]
b = (o1, 0K) [see (12)]
05 - 6+€45
S
ﬁ - £ (17)
oo = (1—0)o+%Y0, 04
R = ajIn(KpB(a))
flx) = é(x) — oz =In(Si, axexplofa}) — ol

Our key observation is given by



Proposition 3.1 Assume that the data a > 0,{o}}5_;,0 of problem (GS) satisfy C’
and that there exists e satisfying (3). Given € > 0, define the quantities (17), and let
zy be a -minimizer of fo in the ball V = {z € RN | ||z|]2 < R}:

Ty €V, fe(xw) - mvin fe <. (18)

Then the point
Te =Ty — P(ay)e (19)
satisfies:

<e. (20)

K
> apexp{olaytor — o
k=1

Proof. Observe, first, that independently of any assumptions on the data (except
a > 0) for all z € RY one has

Vo(z) = (Zparexp{olx}) 'S, arexp{olz}oy,
Vif(z) = V?¢(x)
= (Crpawexp{ofx}) " Xy axexp{of z}ora] — [Vo(2)][Vo(x)]".

Thus, with ¢ given by (12) we immediately conclude that

V()| <6 (21)
and . 2 (0)
2 _ 8 fe x 2
V5@l = 3 550 <28 22)

Now let the data a, {o}}1, 0 of (GS) satisfy C’. The function f, is exactly the
function f from the previous Section associated with the perturbed data a, {o}}£_,, o..
Same as in the proof of Corollary 2.1, these data satisfy C. Moreover, if 0 = ZkK:1 ALO%
is a representation of ¢ as a convex combination of oy, ...,0x (such a representation
exists in view of C’), then o, can be represented as the convex combination

K
€
O = Z A0k
k=1

of o, with the weights

v

=
==

AL =(1—0) . +
whence (see (10))
V(o1 ey O, 06) < A.

Applying Proposition 2.1 to the data a, {0z}, 0. and taking into account that the
corresponding parameters «, 3 are exactly the same as those for the original data, we
conclude that f, attains its global minimum at a point z, € V.

10



Now let x,, be a ¥-minimizer of f, in V. Since V' contains a global minimizer of f.,
we have

fe(xl/)) - HliIle S ¢7

and since T, = x, — ¢(xy)e differs from z, by a vector proportional to the vector e
which is in F' (see (3)) and f. is constant along F' by Lemma 2.1, we have

fe(Ze) —min f. < (23)

as well. Also, as in the proof of Lemma 2.2, we have ¢(z.) = 0, whence
> apexp{ofz.} =1
k

and

g=Vf(z)=V[f(ZT)— 0= Z ar exp{of T }oy, — oo, (24)
k
By (22) and the standard approximation bound, for each h € RY we have
fe@c+h) < (@) + g"h+ 8%[h]1% [lIAlloe = max; [hs]].

Let d € R be given by d; = —sign (m), so that gT'd = —||g||; and ||d|| < 1, and

let h = %d. From the above bound,

fe(i,e_’_h) S fe(je) . ||g||1

4627
whence
min f, < f(ze +h) < fo(z) — loll
€ = € € — € € 452 .
Combining the latter inequality with (23), we get
€
lglly < 28/ = 260, < - (25)
(see (17)). Combining this result with (24), we get
> apexp{ofz.} —o|| < % (26)
k 1

On the other hand, as in the last string of inequalities in the proof of Corollary 2.1 it
holds .
||U - 0'6”1 S 2965 S ia

the last inequality following from the definition of . in (17). Combining the latter
inequality with (26), we come to (20). m

Now we are ready to present a polynomial time algorithm for solving (GS?) and
to evaluate its complexity. For the sake of simplicity, we restrict ourselves with an

11



algorithm based on the Ellipsoid method?. For our purposes it suffices to outline the
following properties of the Ellipsoid method (for a detailed description and proofs, see,
e.g., [6]): as applied to an optimization program

gle) »min| z €V ={zeR"| ||, < R} (P)

with a convex continuous objective g on V', the method generates a 1-solution with
1 > 0 being a prescribed accuracy, that is, a point x4 € V, g(z) < miny g + 1, in no
more than

Ten(P,e) = O(1)N?In (W) , Vary (g) = max g — m‘}ng (27)

iterations. An iteration requires a single computation of the value and a subgradient
of g at a given point plus O(N?) operations of exact real arithmetic to run the method
itself.

In order to find a solution to (GS?, ), we first check whether

ol < d(o1,...,0x) = max okl (28)

If it is not the case, then C’ definitely is not satisfied, and we terminate reporting that
the data are not semi-proper. Otherwise we define v, R and fe according to (17) and
apply the Ellipsoid method to problem (P), the objective being f.. After a 1-solution
xy to (P) is found, we convert it into Z. according to (19) and check whether z. indeed
solves (20). If it is not the case, we announce that the data a,{oy}5_,,o are not
semi-proper for (GS).

The correctness and the complexity of the outlined algorithm are given by the
following

Theorem 3.1 Let ¢ > 0, a > 0,{ox} |, 0, e and an a priori upper bound & on the
quantity (o1, ..., o) defined in (8) be given and let (3) be satisfied. Then the outlined
algorithm is correct, i.e., it either produces a solution to (GS,), or recognizes correctly
that C' is not satisfied. The result is obtained in no more than

[ﬁ — Bla) = mumer 1 (29)

0o = 5(017"‘70K):ma’xk|’0/€||1

Z=0(1)N%In (2 4 4K(e+45)335a1n(1<,a))

iterations with no more than

O(1)(N? + L)

operations of real arithmetic (including taking exp and log) per iteration, where L is
the total number of nonzero entries in o1, ...,0k.

2) An alternative would be exploiting interior-point techniques; however, for the LSS problem with
m = O(n) these techniques have no advantages as compared to the Ellipsoid method, see [2].

12



Proof. By construction of the algorithm, its output either is a solution to (20), or is
a claim that the data is not semi-proper. Proposition 3.1 shows that if C’ is satisfied,
then the second of these alternatives cannot take place, so that the algorithm indeed
solves (GS?). To evaluate the complexity of the algorithm, note that by (21) (this
bound is valid independently of any assumptions on the data except a > 0) and (28)
(recall that the Ellipsoid method is run only when this inequality is satisfied) we have
IV fe(z)llh < [[Vo(2)]l1 + [loe]ly < 20, whence

Vary (f.) < 46R.

Combining the latter bound, (17) and (27), we come to (29). The upper bound on the
arithmetic cost of an iteration is readily given by the above remark on the complexity
of an iteration in the Ellipsoid method. m

Remark 3.1 The complexity bounds in Theorem 3.1 deal with idealized precise real
arithmetic implementation of the algorithm. They, however, remain valid for finite-
precision computations as well. Namely, assume that all a; are nonnegative integers,
and let, with In (s) = max{lns, 0},

1
Le)=1+ ln(mgxak) +1In, () + mgx1n+(||ak||1) +In K +1Iny(a),
€

It can be seen that the algorithm underlying Theorem 3.1 admits an implementation
in which the number of bit-wise operations sufficient to produce a solution to (GS,),
or to detect correctly that C’ is not satisfied is polynomial in N L(e).

An upper bound on «(oy, ...,01). The only quantity appearing in our construction
and complexity bound (see (17), (29)) which is not readily given by the data is an
a priori upper bound @ on the quantity a(oy,...,0x). Our current goal is to build a
“universal” bound of this type.

We start with the simple and, essentially, well-known fact as follows:

Lemma 3.1 Let pu, ..., ju, be integer linearly independent vectors in RN, N > q, with
lilloo < L, i =1,...,q, and let E be the linear span of these vectors. Then

min  max |p! x| > b (30)
el =1 T @)Y
rekl

Proof. The proof to follow originates from [4]. Consider 2N Linear Programming
programs
t — min

q
—t < pul i < =1,.. .
RS et (Pln.d))
U(Z fi#i) > 1
=1 j

13



in design variables t, ¢y, ..., &,, the parameters of a problem being n = £1 and j, 1 <
j < N. Let us fix a problem (P[n,j]), and assume that it is feasible. The optimal
Value t, of the problem clearly is nonnegative, and in fact it is positive, since from

ul Z &, = 0, ¢ =1,...,q, it would follow that Z &p; = 0, which is forbidden by

the last constraint of the problem. From the below boundedness of the problem and
the fact that {yu;} are linearly independent it follows immediately that the feasible set
does not contain lines; thus, there exists an optimal solution (&,,t.) to the problem
which is an extreme point of the feasible set. By the standard characterization of the
extreme points of a polyhedral set, it means that ¢+ 1 linearly independent inequalities
from those defining (P[n, j]) at the point (&, t.) become equalities, so that (&,,t.) is
a solution of a nonsingular system of linear equations with integral coefficients of the
matrix and of the right hand side, modulae of the coefficients not exceeding NL?2.
By Cramer’s rule combined with the Hadamard upper bound on a determinant, it
follows that every coordinate of (&,,t.), in particular, ¢, is the ratio of two integers
not exceeding in absolute value the quantity (NL?\/g+ 1)?*! < (L2N®?2)N. Since t,
is positive, we have t, > (L2N3/2)~N_ Thus, whenever (P[n, j]) is feasible, the optimal
value in the problem is > (L2N3/2)=N

q
Now consider a point x = > &u; € E such that ||z]w > 1, and let p(z) =
i=1
m<ax|,uiTx|. There exists 7 < N such that |z;| > 1; specifying n as the sign of z;,
i<q

we see that the collection &, ..., &q, () is a feasible solution of the problem (Pn, j]);

since the optimal value in this problem, as we just have seen, is > (L2N3/2)~N we get
w(z) > (IN2) N n

Proposition 3.2 Let the vectors o1, ...,0x be integral, and let the absolute values of
the coordinates of these vectors be < L. Then

3N+1

aloy,...,ox) <a=(2L)* N7z (31)

Proof. Let ji, ..., i1y be a maximal linearly independent subset of the set of differences
o, —op, 1 < k.0 < K;then py, ..., u, are integral vectors with ||u;l < 2L,7=1,...,¢,
which form a basis in £. By Lemma 3.1, it follows that for every x € E such that
|z]|lso > 1 there exists i < ¢ such that |u x| > 6 = (2L2N3/2)~N_ It follows that
whenever = € F satisfies ||zl > 1, one has

max oy x — min oy, > max|,u x| >0,
k<K K<K <

whence, by homogeneity reasons, for every x € E it holds

max o} — mlnakx > 0)|z)|00 > 9N_1/2||m||2, 0 — (2L2N3/2)—N
k<K k<K

The resulting inequality, in view of the definition of a(o7, ..., 0k ) (see (8)), implies (31).
n
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4 The LSS case

We are about to specify our results for the case when (GS) comes form (LSS). Basically
all we need is to bound from above the quantity a(coy,...,0x). A bound of this type is
readily given by Proposition 3.2 (note that in the case in question the vectors oy, are
integral with 0-1 entries), and already this bound implies polynomial time solvability
of (LSS’ ). However, in the LSS case o admits an incomparably better bound:

Proposition 4.1 In the LSS problem

a < dmny/m + n. (32)

Proof. It is well-known that a nonnegative m x n matrix A without zero rows and
columns by permutations of rows and columns can be converted to the form

J1
=~
Il{ Al i
J2
=~
IZ{ A2 9 (33)

. .

=~

1,{ Ay

where every block A, is chainable. The latter property is defined as follows. Let B be
a nonnegative p X ¢ matrix without zero rows and columns; we say that a row ¢ of B
intersects a column j of the matrix, if B;; > 0. We can associate with B two graphs
Grow = ({1, ...-,0}, Frow) and Geo = ({1, ..., ¢}, Eco1) as follows: a pair (i,4"), i # i’ of
nodes of G,oy is adjacent if and only if the ith and the i'th rows in B are intersected by
a common column (i.e., B;; > 0, By; > 0 for some j). Similarly, a pair (j,5"), j # j',
of nodes of Gy is adjacent if and only if the columns j, 7’ in B are intersected by a
common row, i.e., B;; > 0, B;; > 0 for some ¢. B is called chainable, if both the graphs
Grow and G, are connected. It is immediately seen that an equivalent definition of
chainability of B is as follows:

For every i,i" € {1, ...,p} there exists a “chain”

(il = i?jl)a (i27j1)7 <i27j2)7 <i37j2)7 EERE) (iT—17jT—1)7 (Z’I" = ilujT—l)

of pairs of indices (y,v) with » < p such that B,, > 0 for every pair from
the chain. Similarly, for every j, 5" € {1,...,q} there exists a chain

(i1,71 = ), (i1, Ja), (i2, J2), (32, 43)s ooy (Gs—1, Js—1), (51, Js = J')

of pairs of indices (u,v) with s < ¢ such that B, > 0 for every pair from
the chain.

15



It is immediately seen that in the LSS case the quantity «(oy, ..., 0x) we are inter-
ested in remains unchanged under permutations of rows and columns of the underlying
matrix; thus, we may assume w.l.o.g. that the matrix A in question is in the form of
(33) with chainable blocks A, ..., A,.

Let a,01,...,0k,0 be the data of the (GS)-reformulation of the LSS problem with
matrix (33) (see the beginning of Section 2.1). Recall that in the case in question
N = m + n. The index sets I;, J, appearing in (33) induce a partition of the set
{1,..., N} of entry indices of a vector from R into 2¢ sets I,, J,, v = 1, ..., q, where

Jo=m+J,={m+j|jeL}.
We denote the cardinalities of I,,, J, by m,, n,, respectively.

Let x € E, and let
7 = max o} r — min o} 7.
k<K k<K

1°. Let us fix v, 1 < v < ¢. We claim that

(a) S, =X = Y Ty

i€l, j€T,
(b) Viel: |z;—m,'S,| < myr; (34)
() Yiedi: |zj—n,'S,| < nyr

Indeed, (34.a) is evident when x is of the form oy — 0y, 1 < k, ¢ < K; since the relation
is linear in z, it holds true on the linear span E of the vectors o, — oy.

To prove (34.b), let iy,i_ € I, be the indices of (one of) the largest, respectively,
the smallest of the entries of x with indices from I,. Since A, is chainable, there exists
a chain

(7:1 = Z.ijl)u (i27j1)7 <i27j2)7 ceey (Z.pflmjp*l)? (Zp = i*mjp*l)
of pairs of indices with p < m,, such that for every pair («, 3) from the chain one has
Aups > 0. For each such pair, 2, + T, 5 = o} x for certain k, consequently,

Ty, —%,_ = [(Ill + xm-i—jl) - (Ii2 + xm+j1)]
+[<xi2 + xm-i—jz) - (mia + ‘/L‘m-i-jz)] + ..
—{—[(ZL‘Z‘p_l + xm—i—jp_l) - (xz‘p + xm+jp_1)]
< myr.

Thus, Max r; — miln x; < my,r, and therefore the distance of every one of z;’s, i € I,
1€y 1€l

from their mean m; 'S, does not exceed m,r, as required in (34.b). Relation (34.c) is
proved by the “symmetric” reasoning (taking into account (34.a) as well).

2°. Let v,/ < q. There exists k such that o, = e; + f; withi € I, j € J,, same
as there exists k' such that op = ey + fp with i’ € Iy, j' € J,». By definition of r we
have
(@i + Timyg) = (T + Ty )| = |oj @ — o] <,
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whence, in view of (34),
1S, (mt+n,t) = Sy (myt +n) M) < r(1+my, + 1, +my +ny). (35)
At the same time,
zq:S,,:ixi:O, (36)
the concluding relation being rea(;iI;f givenzgly the fact that it is valid when x is of the
form o}, — 0, and thus, by linearity — for all x € E. It follows that
Yv:  |S,] < 3mnr

(choose as v, v/ in (35) the indices of the largest, respectively, the smallest of S,’s
and take into account that in view of (36) the resulting S,, S,/ are of opposite signs).
Combining the latter inequality and (34), we come to

|7]| 0 < dmnr,

whence
|z||2 < 4mnv/m + nr.

Thus, whenever z € E is such that [|z||» = 1, we have

T : T 1
T =max o, T — Minmo,r >
k k

= dmny/m+n’
and (32) follows (cf. (8)). m

Remark 4.1 [t is easily seen that in the case when A has at least one positive row
and at least one positive column, the bound (32) can be replaced with

a(oy,...,05) < Vm+n.

Combining Theorem 3.1 and Proposition 4.1, we reach the following conclusion:

Corollary 4.1 In the case of the LSS problem with chainable matriz A and r,c nor-
malized according to (1) for every € > 0 the algorithm from Section 3 with the setup

a=4dmnvm-+n

solves problem (LSSY.) in no more than

T = O(1)(m +n)?In (2 + 2 mn/minin() )

with (37)

5 — maxX; g Aij
min{Ai]“ i,j:Aij >0}

iterations with no more than

O(1)(m + n)?
operations of real arithmetic per iteration, where K is the total number of nonzero
entries in A.

Proof. To get the result from the one of Theorem 3.1, note that for the LSS problem
one has 6(oq,...,0x) = 2.
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5 Extensions

We have demonstrated that the Line Sum Scaling problem for a nonnegative chainable
matrix A that can be scaled to arbitrary prescribed accuracy can be solved, within
prescribed accuracy € € (0, 1), in no more than

9 9 mnmax; ; A;j
32m"n*y/m +nln (mm{Am z‘,j:Az-]->0}) )

O(1)(m +n)*In <2+ 3
real arithmetic operations.

Note that the LSS problem is not the only interesting case of general setting (GS),
(GS?,); see the examples in [8]. In particular, our analysis can be applied to some other

incidents of (GS) as long as they admit a vector e satisfying (3). Let us consider two
examples — matrix balancing and multi-index sum scaling.

5.1 Matrix balancing

The matrix balancing problem as follows:

(MB) Given an n x n matrix A with nonnegative entries, find a diagonal
matrix X with positive diagonal entries such that the row sums in the scaled
matrix X AX ! are equal to the respective column sums:

XAX'1,=Xx""'4"X1,
along with the following approximate version of this problem:

(MB?) Given an n x n matrix A with nonnegative entries and € > 0,
find a diagonal matrix X with positive diagonal entries such that

| XAX 11, - XTATX, |, _
€
1TXAX 1, =

or detect correctly that
inf {| XAX "1, — X "A"X1,|y | X = Diag(z),z > 0} > 0.
It is well-known (for details, see [3] and references therein) that (MB? ) can be easily

reduced to the case when the matrix A + AT is chainable, which is assumed from now
on. To represent (MB), (MB) in the form of (GS), (GS? ), it suffices to enumerate
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the pairs of indices (7, j) of the nonzero entries of A as (i(1),j(1)), ..., (i(K), j(K)) and
to set

@ = (A Ai) "

N = n+1,
O = < I
Ci(k) — €j(k)

_ 1 N
o = <On)€R’

)eR&k:LmJQ

where the vectors ey, ..., e, form the standard basis of R". With this setup, problem
(GS) becomes

K

1 1
Find x such that Airyice) €XpITo+ Ty — s ( )zaz( ), 38
k; o9 XA +Tin — T} (o 0, ) 38

which is nothing but problem (MB), the correspondence between X and x being given
by X = exp{x;},i=1,...,n.

The associated problem (GS?) is

Given € > 0, find x such that

1 1
Y Aik'kexp{xo+$ik—$'k}< )—( ) <e
k=1 “Yi(k)j (k) (k) = Li(k) eik) — €i(k) AN (30)
or detect correctly that
. 1 1
tnf || Ak SXPL0 + o) = 409} (62-(@ - ej(k)) - <0n) .
Note that if = is such that
i Airyi(r) exXP{T0 + (k) — Tik) } ( : ) - ( ! ) <e<l,
=1 Ci(k) — €j(k) On /],

and X = Diag{exp{x:},...,exp{x,}), then

1 1
K Asin expdTo + Tip) — ( )—( )
HZk_l (3 SXPATO + Ty = Tk oo 0,

exp{ro}1T XAX'1, — 1
exp{zo} [XAXflln — XflATXln]

IN

€,

whence

[XAXT1, - XTATXL, |
<
1TXAX 11, s
so that (39) is, basically, (MB?).

Note that the data of (38) clearly satisfy (3) (one should take e = o). Thus, we
can apply the results of the previous sections to get a solution to (39), or, which is
the same, to (MB? ). The only element of the construction which is missing for the
moment is an upper bound @ on the quantity (o, ...,0x) for our new situation. To
get polynomial time results, it would be sufficient for us to use the universal bound
from Proposition 3.2 (our vectors o are integral with entries 0,1,-1). However, we,
same as in the LSS case, can bet a much better upper bound on a:
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Proposition 5.1 Let A+ AT be chainable, and let the data of problem (38) satisfy C'.
Then for o1, ...,0x associated with (38) one has

aloy,...,ox) < 2032 (40)

Proof. The linear span E of the vectors o, — oy, k, £ =1, ..., K, clearly is contained in
the space E™ = {x € R"™ | 20 =0, %, 2; = 0}. Let z € E. Since C’ is satisfied,
the vector o = (01
A = [miny, o} x, max;, o} x] contains 0 = o7 z. It follows that if

) belongs to the convex hull of oy, ...,0k, so that the segment

0= max ol x — mljn orx

is the length of A, then
lofz| <0 Vk. (41)
Now let i, be the index of (one of) the largest, and i_ be the index of (one of) the
smallest of the reals x, ..., z,. Since A + AT is chainable, there exists a chain
(il = 7:-i-7j1)a (iQajl)v (iQan)v ceey (Z‘p—hjp—l)) (Zp = Z.—ajp—l)

with p < n such that for every pair (i, v) from the chain either 4,, > 0, or 4,,, > 0,
or both. Denoting y = (21, ..., 7,)7 € R", we have

T T
Tip —Xio = |Gy —Cu| Y™ |G = Cn| Y
d1 d2
r T T
t |, = €| Y [Ciy —Ch| Yt (42>

N—— N——

L ds dy

- T T

+ €i,_ 1 — €j,1 Y— 1€, — €jp Yy
——_— ——— ————

dop—3 dop—2

Now, for every £ d?y is either ol x or —olx for some k = k({), so that (42), (41) imply
that
—z; < (2p—2)§ <2(n—1)6. (43)

Tiy

Since > ;" ; #; = 0 and xy = 0, we have
|z]]2 < vn(z:, —z; ) < 2020,

whence

reFrx#0= THtz . 7 < 2n3/? n
maxy o, ¢ — ming o,

According to Proposition 5.1, when solving (39) via the scheme of Section 3, we can
use, as an upper bound @ on a(oy, ...,0k), the quantity 2n3/2. Indeed, if the data of
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the problem satisfy C’, then this is a valid bound on the true value of «, otherwise we
should not bother at all whether this bound is valid or not, since the result generated
by the algorithm, independently of its setup, is either an e-balancing of A, or the
conclusion that the data of A are not semi-proper, and in the case when C’ is not
satisfied (i.e., when the data are not semi-proper) both possibilities are acceptable.
With @ = 2n%2, Theorem 3.1 states that for every e € (0,1) a solution to (BM?) can
be obtained by the algorithm from Section 3 in no more than

n’/? ln(n25)>

€3

O(1)n?*1n (2 +

iterations with no more than O(1)n? real arithmetic operations per iteration, where 3
is the ratio of the largest and the smallest positive entries of A. This is exactly the
result established for the matrix balancing problem in [3]. As we see, one can obtain
this result quite straightforwardly from Theorem 3.1.

5.2 Multi-index sum scaling

The problem we intend to address is as follows. Assume we are given a n[l] x n[2]| x
... X n[p] nonnegative array

A={A}er, T ={v=([1],...,¢[p]), 1 <ifi] <myi=1,...,p},
along with ¢ distinct nonempty subsets Iy, £ =1, ..., ¢, of the set I = {1,...,p}:

L= L 002, 0 sifpe, €]}, 1 <[1,6] < i[2,6] < ... < ilpe, ] < p.

For a p-dimensional multiindex ¢ = (¢[1], ..., [p]), let its projection ¢ on I, be defined
as the p,-dimensional multiindex (¢[i[1, €]}, ¢[i[2, €]], ..., t]i[pe, £]]). Finally, let for each
¢ < g an array

Rg = {Rw}wGIga Ie =ell = {w = (w[1]7 ...,Cd[pg]), 1 S W[]] S n[l[j) E]]a] = 17 "'7p€}
be given. The data (A, I1, R', I, R?, ..., I,, R?) define a scaling problem as follows:

(MIS) Find positive arrays X1, ..., X7 of the same structure as R', ..., RY
in such a way that for the “X-scaling of A” — the p-dimensional array

B=B(X', . X" A) ={B, = X,uyX.. XA} ez
for every ¢ < g and every w € Z, it holds

R,= > B.

€T (O =w
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Note that (MIS) covers a lot of different scaling problems with nonnegative arrays.
E.g.,

e when p = g and I, = {¢}, { = 1,2,...,p, (MIS) becomes the problem of a diagonal
scaling of a nonnegative p-dimensional array to prescribed “hyperplane” sums:

Given a nonnegative n[l] x ... x n[p|] array A = {A;, .} and vectors
R e RIMA ¢ =1, ..., p, find positive vectors of scales X¢ € R ¢ =1,.... p,
such that
¢ 1 y2
Ri( - Z XilX’iQ"'XiiAil )

----- D
21552 —15%+15-+5lp

for all ¢ and all iy, 1 < 1, < n[f].

Note that when p = 2, we get the usual LSS problem.

e when p = g and I, = {1,...p}\{¢}, ¢ = 1,...,p, (MIS) becomes the problem of
“codiagonal” scaling of a nonnegative p-dimensional array to prescribed line sums:

Given a nonnegative n[1] x ... x n[p] array A = {A;, _,; } andn[l] x ... X
n[l—1] xn[l+1] x...xn[p] arrays R’, { = 1,..., p, find positive n[1]x ... x n[p]
arrays X* = {X/ , } with X, independent ofis, { =1,...,p, such that

3

Y4 _ § : 1 2 14
Rilv---ai€—17i€+17---7ill - Xilv--wipXilv---viP.“Xilv--viPAll"”’Zp
ip

for all ¢ and all 1, ...,70-1, %041, ..., ip.

Observe that an evident necessary condition for (MIS) to be solvable is

R'>00=1,..,¢ Y R=> R, 0l=1,..,q

w€Zy W ELy

Besides this, a normalization R’ +— tR’, t > 0, converts an instance of (MIS) into an
equivalent instance. Thus, when speaking about (MIS), we without loss of generality
may normalize the data to satisfy the condition

RI>0& Y Ri=1(=1,..q (44)

w€EZy

In the discussion to follow, we assume that this condition holds true.

Note that (MIS) can be easily reformulated in the form of (GS). Indeed, let

E, = R o Rl o Rn[i[puf]],
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(® stands for the tensor product), so that the vectors from the natural basis of E, are
indexed by multiindices w € Z,. Let us set

RY =E; x ... x E,,

and let ¢, 1 < ¢ < q, w € Zy, be the elements of the natural basis in the direct product
(so that the only nonzero component of e’ is the basis vector, indexed by w, of the
direct factor Ey). Now, let J C Z be the set of indices of nonzero elements of the array
A, and let ([k] = (¢[1, k], ...,¢[p, k]), k = 1,2,..., K = CardJ, be a enumeration of J.
For 1 < k < K, let us set

and let

It is immediately seen that (MIS) is equivalent to the problem
K
Find z € RY: Y Apexp{o{z}or = o, (45)
k=1

which is an instance of (GS). Moreover, (45) is a standard instance of (GS), since with
e = %1 ~ we clearly have

eT01 = eT02 = .= eTaK —elog=1.
Thus, we can apply the machinery from Section 3 to solve e-version of (45) and thus
— e-version of (MIS). Note that the vectors oy arising in (45) are integral with mod-
ulae of entries not exceeding 1, so that by Proposition 3.2 we have a(oy,...,0k) <
22N NBN+1/2 - Applying Theorem 3.1, we get the following result:

Proposition 5.2 Let the data (p,q,n[1],...,n[p], A, I, R*, I, R*, ..., I,, R?), A > 0, of
an instance of (MIS) satisfy (44), and let € > 0 be given. Then in no more than

N?1n (2 n 22N+2N(3N+1)/z§{(e+4q)qln(Kﬁ))

N =3 T nlilj. 1), (46)
/=1j=1

K = Card{c: A, #0}, [= —maxd

min,. 4, >0 4.

iterations of certain algorithm, with no more than O(1)(N? + qK) operations of real
arithmetic per iteration, one can either find positive “scalings” {X’}uezr,, £ = 1,...,q,
forming an e-solution to (MIS):

YOIRL— Y X X, A <e (=14,

WEZZ L:L(Z):w

or detect correctly that (MIS) has no solutions.

Note that for a once for ever fixed “dimensionality” p of (MIS), the operations count
given by Proposition 5.2 is polynomial in In %, Inln 3 and the sizes n[l], ..., n[p] of the
problem.
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