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Abstract

Given a positive semidefinite matrix $L$ whose columns and rows are indexed by a set $U$, and a partition matroid $M = (U, I)$, we study the problem of selecting a basis $B$ of $M$ such that the determinant of submatrix of $L$, restricted to rows and columns of $B$, is maximized. This problem appears in diverse areas including determinantal point processes in machine learning [KT12], experimental design, geographical placement problem [Lee98, KLQ95], discrepancy theory and computational geometry [Nik14]. Our main result is to give a geometric concave program for the problem which approximates the optimum value within a factor of $e^{r} + o(r)$, where $r$ denotes the rank of the partition matroid $M$.

We bound the integrality gap of the geometric concave program by giving a polynomial time randomized rounding algorithm. To analyze the rounding algorithm, we relate the solution of our algorithm as well the objective value of the relaxation to a certain stable polynomial. To prove the approximation guarantee, we utilize a general inequality about stable polynomials proved by Gurvits [Gur08] in the context of estimating the permanent of a doubly stochastic matrix.
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1 Introduction

We consider the problem of picking a submatrix of a positive semi-definite (PSD) matrix of maximum determinant where the rows/columns of the submatrix must satisfy combinatorial constraints. Given a $n \times n$ PSD matrix $L$ of rank $d$, let $U$ index the columns as well as the rows. We are also given a partition matroid $\mathcal{M} = (U, \mathcal{I})$ defined by the partition $U = P_1 \cup \ldots \cup P_k$ with bounds $b_1, \ldots, b_k$ where a set $S \in \mathcal{I}$ if $|S \cap P_i| \leq b_i$ for each $i$. The set $\mathcal{B}$ of bases of $\mathcal{M}$ includes those $S \in \mathcal{I}$ s.t. $|B \cap P_i| = b_i$ for each $i$. The goal is to find a basis $B \in \mathcal{B}$ such that $\det(L_{B,B})$ is maximized where $L_{B,B}$ is the submatrix restricted to columns and rows of $B$. We refer to this problem as the maximum determinant problem under partition constraints. The problem of finding a submatrix of a positive semi-definite matrix of maximum determinant under combinatorial constraints appears in many diverse areas, and we discuss some of these applications below.

In a determinantal point process (DPP) [Lyo03], we are given a probability distribution over subsets of $U$, where $\Pr[S] \propto \det(L_{S,S})$ for each subset $S \subseteq U$ where $L$ is a PSD matrix. DPPs display various negative dependence properties [Lyo03, BBL09]; informally, subsets containing dissimilar elements have higher probability. Thus, they have been successfully used in information retrieval and machine learning as a model where diversity is a natural criterion (we refer the reader to the excellent survey [KT10] and references therein). A natural problem of interest in these applications is to find the most likely configuration (the MAP inference problem) under certain constraints on the set $S$. Thus the MAP inference problem can be formulated as $\max_{S \in \mathcal{C}} \det(L_{S,S})$ where constraints are defined by set family $\mathcal{C}$. Gillenwater et al [GKT12] consider the MAP inference problem with matroid constraints and knapsack constraints. It is easy to see that the maximum determinant problem under partition constraints can also be recast as a MAP inference problem.

A closely related problem of constrained maximum entropy sampling appears in the area of experimental design where the goal is to select the most informative subset from a collection of random variables subject to certain constraints on the set. In many settings, the collection of random variables are assumed to be distributed jointly as a Gaussian and typically the information is measured by the entropy. In such a case, the problem reduces to maximizing the logarithm of the determinant of a principal submatrix of the covariance matrix, where the columns picked must satisfy certain constraints [KLQ95, Lee98]. Lee [Lee98] considers cardinality constraints as well more general linear constraints.

In the maximum volume simplex problem [GKL95], we are given a collection of vectors and the goal is pick a subset of particular size such that the simplex formed by the picked vectors has maximum volume. The maximum volume simplex problem reduces to the maximum determinant problem under a cardinality constraint and thus is a special case of the maximum determinant problem under partition constraints [Nik14]. Apart from applications in computational geometry, the maximum volume simplex problem also finds applications in discrepancy theory and we refer the reader to Nikolov [Nik14] for a detailed discussion on this connection.

1.1 Our Results and Techniques

Our main result is to give an efficiently computable mathematical programming formulation which provably estimates the value of the optimum. We use a “geometric concave program” as a relaxation for the problem. In a geometric program [DPZ67, BV04], while the natural formulation is not a convex program, an appropriate change of variables leads to an equivalent convex program. Our formulation is a max – min saddle point formulation where the inner minimization is a geometric program and the outer maximization is a concave program. We prove the following theorem.
**Theorem 1.1** There is a geometric concave relaxation for the maximum determinant problem under partition constraints whose optimum value is at least $\frac{c^r}{r!}$ of the optimum solution to the problem. Here $r$ denotes the rank of the matroid which equals the size of any basis. We also give a randomized polynomial time algorithm that returns an integral solution whose expected value is at least $\frac{c^r}{r!}$ of the optimum.

We remark that it is NP-hard to approximate the problem better than a factor of $c^r$ for some constant $c > 1$; this follows even for the cardinality constraints [ÇM13, DEFM14]. From an approximation algorithm perspective, previous results have focused on the cardinality constraint and Nikolov [Nik14] gave a $c^{r+o(r)}$-approximation.

**Techniques.** Previous works [Kha95, DEFM14, Nik14], for the special case of cardinality constraints, have implicitly utilized the fact that $f(x) = \det(\sum_{i=1}^n x_i A_i)$ is a log-concave function of $x$ where $A_1, \ldots, A_n$ are positive semi-definite matrices. This allows naturally to formulate a concave relaxation for the problem by maximizing $f(x)$ over linear constraints. Although for the simple case of cardinality constraints such an approach is successful, for the general partition constraints, such an approach does not suffice. The natural relaxation has an unbounded integrality gap; indeed, it cannot even detect whether the answer is zero or not.

Our main contribution is to give a new mathematical formulation for the problem. We define a function $f(x,y) := \det(\sum_{i=1}^r x_i y_i A_i)$ and formulate a saddle point problem of the form $\sup_{x \in P} \inf_{y \in Q} f(x,y)$. While the constraints on $x$, represented by $P$, are still linear, we place polynomial constraints on $y$, which are represented by $Q$. We show that our formulation can be optimized efficiently using the fact that $f(x,y)$ is log-convex in $\log y$ where $\log y$ is defined by taking logarithms coordinate wise. Thus the inner minimization problem is a geometric problem and can be reduced to a convex program by taking the logarithm of the objective and using $\log y$ as variables. The details on the relaxation appear in Section 2.1.

To bound the integrality gap of the formulation, we analyze a natural randomized rounding algorithm using the theory of stable polynomials. In recent years, the theory of stable polynomials has been used to prove remarkable results in combinatorics, probability and theoretical computer science [Gur08, Pem12, BBL09, MSS13]. Our analysis leverages general inequalities regarding stable polynomials given by Gurvits [Gur08] who used these inequalities to obtain a new proof of the Van der Waerden conjecture regarding the permanent of doubly stochastic matrices. Let $\bar{x}$ denote the optimal solution to the geometric concave relaxation. For our case, we consider the polynomial $f(\bar{x},y)$ in variables $y$ which is known to be stable. The geometric relaxation can be simply seen as a constrained minimization of $f(\bar{x},y)$. We relate the expected value of the algorithm to certain coefficients of the polynomial $f(\bar{x},y)$. Since the inequalities developed by Gurvits are not directly applicable to $f(\bar{x},y)$, we apply some technical transformations to obtain a polynomial $q(s)$ in new variables $s$. To proceed, we keep track of two things. Firstly, to control the objective of the randomized algorithm, we keep track of the correspondence between coefficients of $f(\bar{x},y)$ and of $q(s)$. Secondly, we formulate an optimization problem over $q(s)$ whose optimal value equals the optimal value of the geometric concave relaxation. Applying Gurvits’s inequalities to the polynomial $q(s)$ then gives us the result.

The above discussion applies to the special case when the rank $r$ of the matroid $M$ equals the rank $d$ of $L$. When the dimension of $L$ is more than $r$, the approach needs to be generalized to be applicable. In particular, we appeal to elementary symmetric polynomials of eigenvalues of matrices of the form $\sum_i x_i y_i A_i$ to represent our objective function. While the determinant can also be represented as an elementary symmetric polynomial in this way, the log-concavity

---

1. In fact, these papers use the dual of this natural concave relaxation.
2. A natural question is to ask why we did not formulate our program with variables as $\log y$ rather than $y$? There are two reasons. Firstly, the constraints are naturally described in the $y$ variables and, secondly, the analysis of our rounding algorithm crucially uses the fact that the objective $f(x,y)$ is a polynomial in $y$. 
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and log-convexity properties discussed above generalize to all elementary symmetric polynomials and thus we still get a geometric concave relaxation. For the analysis of the algorithm, we note that the elementary symmetric polynomials can be obtained via differentiation of the polynomial $\det(\sum_i x_i y_i A_i + tI)$ with respect to the new variable $t$. Since differentiation preserves stability, this allows us to show that the objective function is still a stable polynomial and thus the inequalities on stable polynomials apply, giving us the desired result.

Even in the special case of cardinality constraints, our approach in the case $r < d$ provides a significant simplification compared to the algorithm and analysis in [Nik14].

1.2 More Related Work

The special case of a uniform matroid, i.e. maximizing the determinant under cardinality constraints, has been extensively studied. Khachiyan [Kha95] gave a simple greedy algorithm based on computing a minimum volume enclosing ellipsoid and showed that it gives a $d^d$ approximation to the maximum determinant problem in the full-dimensional case, i.e. when the rank of the uniform matroid is equal to the rank $d$ of the input matrix. Recently Di Summa et al. [DEFM14] gave a new analysis of Khachiyan’s algorithm, and showed that it gives an approximation factor on the order of $(c \log d)^d$ for a constant $c$. When the rank of the uniform matroid is $r < d$, until recently the best known approximation was $r!$, due to Çivril and Magdon-Ismail [ÇM09]. Nikolov [Nik14] gave an algorithm with approximation factor $r^r/r!$ for any $r \leq d$. Çivril and Magdon-Ismail [ÇM13] showed that it is NP-hard to approximate the maximum determinant problem under uniform matroid constraints better than a factor $c^r$, where $c > 1$ is a constant. Their reduction showed hardness for matroids of rank $r = \alpha d$ with $0 < \alpha < 1$ a constant. Recently, Di Summa et al. showed an analogous hardness result for the full dimensional case $r = d$.

The constrained maximum determinant problem is also closely connected with constrained submodular maximization problems. Indeed, the set function $g : 2^U \to \mathbb{R} \cup \{-\infty\}$ defined by $g(S) = \ln \det(L_{SS})$ is known to be submodular. Thus our problem can be reduced to a special case of submodular function maximization subject to matroid constraints; a problem that has received much attention lately [CCPV11, FNS11, LMNS09, NWF78]. Since the function $g$ defined as above is not necessarily non-negative, these results are not applicable in our setting. Moreover, notice that to get a multiplicative approximation to our problem, we need an additive approximation to the maximum of $g$ over $B$.

For the applications of constrained determinant problem in machine learning, we refer the reader to the survey [KT12] and the works of Gillenwater et al [GKT12]. Ko et al [KLQ95] detail applications of the constrained entropy maximization problem in experimental design. We refer to this paper and references therein. Nikolov [Nik14] gives a survey of the work and applications of the maximum volume simplex problem in different areas.

2 A Simple Case: $r = d$

We first assume that $r = d$ and thus the rank of the matroid $\mathcal{M}$ equals the rank of the matrix $L$. Although this simple case is subsumed in the general case considered in Section 3, our main ideas can be conveyed easily for this special case. Let $L = V^T V$ where $V$ is a $d$ by $n$ matrix and $d$ is the rank of $L$ (so $V$ is full rank). For any set $S \subseteq U$, we let $V_S$ denote the $d$ by $|S|$ matrix formed by picking columns indexed by $S$. Let $v_e$ denote the column of $V$ indexed by $e \in U$. For any $x \in \mathbb{R}^U$ and $S \subseteq U$, we also have $x^S := \prod_{e \in S} x_e$.

2.1 Geometric Concave Program

We first give a concave geometric relaxation for the problem. We describe our concave program for a general matroid since it leads to a cleaner exposition. While the relaxation is valid for any
matroid, the approximation algorithm utilizes the structure of the partition matroid. We refer the reader to Section 4 for remarks on the general matroid setting. Let \( P(B) \) denote the convex hull of indicator vectors of bases of \( \mathcal{M} \). Let \( Q(B) = \{ y \in \mathbb{R}^U_+ : y^B = \prod_{e \in B} y_e = 1 \ \forall \ B \in \mathcal{B} \} \). Let \( f(x,y) = \det(\sum_{e \in U} x_e y_e v_e^T) \). We have the following relaxation for the problem.

**Lemma 2.1** We have

\[
\max_{S \in \mathcal{B}} \det(L_{S,S}) \leq \sup_{x \in P(B)} \inf_{y \in Q(B)} f(x,y).
\]

Moreover we can compute a (near) optimal solution \( \tilde{x} \) to \( \sup_{x \in P(B)} \inf_{y \in Q(B)} f(x,y) \) in polynomial time.

**Proof:** Let \( B \in \mathcal{B} \) denote the maximizer of the left hand side. Let \( \tilde{x} = 1_B \). We show that \( f(\tilde{x}, y) = \det(L_{B,B}) \) for any \( y \in Q(B) \). Indeed, for any \( y \in Q(B) \), we have

\[
f(\tilde{x}, y) = \det(\sum_{e \in B} y_e v_e v_e^T) = \det(\prod_{e \in B} y_e \cdot \det(V_B V_B^T) = 1 \cdot \det(V_B^T V_B) = \det(L_{B,B})
\]}

where we use the fact that \( \det(AC) = \det(CA) \) and \( y^B = 1 \) since \( y \in Q(B) \) which proves the first claim of the lemma. Now, we observe that \( \log f(x,y) \) is concave in \( x \) and convex in \( \log y \) where \( \log y \) is the vector obtained by taking logarithms coordinate wise. The proof is standard, see Section 3.1, page 74 [BV04] for the former and Lemma 23 [GS00] for the latter. For an alternate proof, we refer to the general case of elementary symmetric polynomials discussed in Section 3.1, Lemma 3.2, of which the determinant is a special case.

**Claim 2.2** For any \( y \in \mathbb{R}^U_+ \), let \( z \in \mathbb{R}^U \) such that \( z_e = \log y_e \) for each \( e \in U \). Let \( g(x,z) = \log \det(\sum_{e \in U} x_e \exp(z_e) v_e v_e^T) \). For any \( z \in \mathbb{R}^U \), \( g \) is a concave function of \( x \) and for any \( x \in \mathbb{R}^U \), \( g \) is a convex function of \( z \).

Let \( \tilde{Q}(B) = \{ z \in \mathbb{R}^U : \sum_{e \in B} z_e = 0 \ \forall B \in \mathcal{B} \} \). Then we have

\[
\sup_{x \in P(B)} \inf_{y \in Q(B)} \log f(x,y) = \sup_{x \in P(B)} \inf_{z \in \tilde{Q}(B)} g(x,z)
\]

Observe that separation over \( P(B) \) can be implemented using an independence oracle. The separation oracle for \( \tilde{Q}(B) \) needs to check whether both the maximum weight basis and the minimum weight basis have weight zero and thus can also be implemented using an independence oracle. Since \( g \) is a convex function of \( z \), for any \( x \), given a first order oracle for \( g(x,. \) ), we can find in polynomial time \( \inf_{z \in \tilde{Q}(B)} g(x,z) \). Since \( g(x,z) \) is concave for any \( z \), we obtain that \( \inf_{z \in \tilde{Q}(B)} g(x,z) \) is also a concave function of \( x \) and thus \( \sup_{x \in P(B)} \inf_{z \in \tilde{Q}(B)} g(x,z) \) can be optimized in polynomial time using the ellipsoid algorithm. Observe that first order oracle computation amounts to computing basic operations on involved matrices and thus can be implemented efficiently. Finally, we note that the ellipsoid algorithm (or the interior point algorithm) will return a near optimal solution to the problem to a desired accuracy. For the rest of the paper, we omit the error introduced by this accuracy parameter which will lead to a small loss of \((1 + \epsilon)\) factor in the approximation ratio.\( \square \)

### 2.2 Stable Polynomials

Before, we describe our algorithm, we describe stable polynomials and inequalities regarding them that will be utilized in the proof. We refer the reader to the surveys [Pen12, Vis13] for various applications of stable polynomials in combinatorics, probability theory and theoretical computer science. We let \( \mathbb{R}[x_1, \ldots, x_n] \) denote the set of polynomials in variables \( x_1, \ldots, x_n \) with non-negative real coefficients.
Thus, if \( \text{Theorem 2.6} \) [Gur08] Given an optimal solution \( \bar{x} \), the degree of each \( x \) also note that tighter estimates of Inequality (4) are shown in Gurvits [Gur08] depending on \( \text{Theorem 2.5} \) [Pem12, pp 34-35] Let \( \text{Theorem 2.4} \) [Pem12, Prop. 6.18] Given PSD matrices \( A_1, \ldots, A_n \) such that \( \sum_{i=1}^{n} A_i \) is positive definite, the polynomial \( p(x) = \det(\sum_{i=1}^{n} x_i A_i) \) is stable and homogeneous of degree \( n \).

The following theorem of Gurvits [Gur08] was crucial in the alternate proof of the Van der Waerden conjecture [Ego81, Fal81] about permanent of doubly stochastic matrices (also see Laurent and Schrijver [LS10] for an exposition). Given a polynomial \( h \in \mathbb{R}_+[x_1, \ldots, x_n] \), we define \( \text{cap}(h) = \inf_{x \in \mathbb{R}_+^n} \prod_{i=1}^{n} x_i = 1 h(x) \). We also define \( h'(x_1, \ldots, x_{n-1}) = \frac{\partial h}{\partial x_n} \bigg|_{x_n=0} \).

\textbf{Theorem 2.6} [Gur08] Given a \( n \)-variate degree \( n \) homogeneous stable polynomial \( h \in \mathbb{R}_+[x_1, \ldots, x_n] \), either we have \( h' = 0 \) or \( h' \) is stable. Moreover,

\[
\text{cap}(h') \geq \left( \frac{n-1}{n} \right)^{n-1} \text{cap}(h). \tag{3}
\]

Thus, if \( \frac{\partial^n h}{\partial x_1 \ldots \partial x_n} \neq 0 \) then we have

\[
\frac{\partial^n h}{\partial x_1 \ldots \partial x_n} \geq \frac{n!}{n^n} \text{cap}(h). \tag{4}
\]

We remark that the Van der Waerden conjecture is immediate from inequality (4) as shown in Gurvits [Gur08]. Indeed, given a non-negative \( n \times n \) doubly stochastic matrix \( A \), let \( h(x) = \prod_{i=1}^{n} \sum_{j=1}^{n} (A_{ij} x_j) \) which can be easily seen to be stable. A simple check shows that the LHS of Inequality (4) equals the permanent and the infimum of right hand side equals one. Thus we obtain that the permanent of a \( n \times n \) doubly stochastic matrix is at least \( \frac{n!}{n^n} \). We also note that tighter estimates of Inequality (4) are shown in Gurvits [Gur08] depending on the degree of each \( x_i \) in \( h \) and useful in estimating permanent of matrices in other restricted classes.

### 2.3 Rounding Algorithm

Given an optimal solution \( \tilde{x} \) to \( \max_{x \in P(B)} \min_{y \in Q(B)} f(x, y) \), we select a basis \( B \in \mathcal{B} \) as follows. Independently for each \( 1 \leq i \leq k \), we select \( b_i \) elements from \( P_i \), with replacement, where an element \( e \) in \( P_i \) is selected with probability \( \frac{\bar{x}_e}{\bar{v}_e} \). We reject the solution if \( B \notin \mathcal{B} \), that is, we reject \( B \) if all sampled elements are not distinct. In case of rejection, we assume that the objective value achieved by the algorithm is 0. Let \( B \) denote the random basis obtained in the above sampling.

To analyze the performance of the algorithm, we consider the polynomial \( p(y) = f(\tilde{x}, y) = \det(\sum_{e \in U} \tilde{x}_e y_e v_e v_e^T) \). The objective value of the concave program, which is an upper bound on the optimum, is the infimum value of the polynomial over the set \( Q(B) \). We relate this bound to the value of the solution returned by the algorithm using inequalities from stable polynomials. In Lemma 2.7, we relate the expected value of the algorithm to the sum of certain
coefficients of this polynomial. From Theorem 2.4, we have that \( p(y) \) is a stable polynomial. We intend to apply Theorem 2.6 but since \( p \) does not satisfy the conditions of the theorem, we apply it to a closely related polynomial.

**Lemma 2.7** For any subset \( S \subseteq U \), we let \( c_S \) denote the coefficient of \( y^S \) in \( p(y) \). The expected value of the algorithm is

\[
E[\det(L_{B,B})] = \left( \prod_{i=1}^{k} \frac{b_i!}{b_i^i} \right) \sum_{S \subseteq B} c_S. \tag{5}
\]

**Proof:** For any element \( e \in P_i \), let \( p_e = \frac{x_e}{w_e} \) denote the probability with which \( e \) is included in the random sample. Notice that for any \( S \in B \), there are \( \prod_{i=1}^{k} b_i! \) permutation of the sampled elements that allow \( S \) to be selected. Namely, we can arbitrarily permute the \( b_i \) elements of \( S \) in \( P_i \) for each \( i \). Thus

\[
E[\det(M_{B,B})] = \sum_{S \subseteq B(M)} \left( \prod_{i=1}^{k} b_i! \right) \det(L_{S,S}) \prod_{e \in S} p_e = \left( \prod_{i=1}^{k} \frac{b_i!}{b_i^i} \right) \sum_{S \subseteq B(M)} \bar{x}^S \det(L_{S,S})
\]

Now, the Cauchy-Binet formula shows that

\[
\det(\sum_{e \in U} \bar{x}_e y_e v_e v_e^T) = \sum_{S \subseteq U : |S| = d} \bar{x}^S y^S \det(\sum_{e \in S} v_e v_e^T) = \sum_{S \subseteq U : |S| = d} y^S \bar{x}^S \det(L_{S,S})
\]

We then have that the coefficient of \( y^S \) is \( c_S = \bar{x}^S \det(L_{S,S}) \), giving us the lemma. \( \square \)

Consider \( d = \sum_{i=1}^{k} b_i \) variables \( s_{i,j} \) for \( 1 \leq i \leq k \) and \( 1 \leq j \leq b_i \). We construct a new polynomial \( q(s) \) in these \( d \) variables defined as follows. Given any \( s \), we let \( y(s) \) be \( |U| \) variables where for any \( e \in U \) such that \( e \in P_i \), we let \( y(s)_e = \frac{1}{b_i} \sum_{j=1}^{b_i} s_{i,j} \). We then let \( q(s) = p(y(s)) \). Observe that \( q \) is a degree \( d \) homogeneous polynomial with \( d \) variables. We first relate the optimization problem over \( p \) to an optimization problem over \( q \). For the next lemma, we assume without loss of generality, that \( |P_i| > b_i \). Else, we can reduce the problem by selecting all elements in \( P_i \) in the basis and solving the reduced problem.

**Lemma 2.8** The polynomial \( q(s) \) is a \( d \)-variate homogeneous degree \( d \) stable polynomial and we have

\[
\inf_{\{s \in \mathbb{R}_{+}^d : \prod_{i=1}^{k} \prod_{j=1}^{b_i} s_{i,j} = 1\}} q(s) = \inf_{y \in Q(B)} p(y).
\]

**Proof:** The polynomial \( q(s) = \det(\sum_{i=1}^{k} s_{i,j} A_i) \) for the PSD matrices \( A_i := \frac{1}{b_i} \sum_{e \in P_i} x_e v_e v_e^T \).

Also it follows from Lemma 2.1 that, unless \( \max_{B \in B} \det(L_{B,B}) = 0 \), \( \sum_{i} A_i \) is positive definite. Thus \( q \) is degree \( d \) homogeneous and stable from Theorem 2.4.

For the second claim, first let \( s \) be a minimizer of the left hand side. Observe that for any \( 1 \leq i \leq k \), \( q(s) \) is symmetric in the variables \( s_{i,1}, \ldots, s_{i,b_i} \). Moreover \( \log(q(s)) \) is convex in \( \log s \) (defined coordinate-wise), because \( \log q(y) \) is convex and monotone in \( \log y(s) \), and each coordinate of \( \log(y(s)) \) is convex in \( \log s \), as can be shown by a direct computation of the Hessian, or using Hölder’s inequality. Finally, the constraint set \( \{ s \in \mathbb{R}_{+}^d : \prod_{i=1}^{k} \prod_{j=1}^{b_i} s_{i,j} = 1\} \) is linear in \( \log s \) and symmetric under permutations of the variables. Thus there exists an optimum solution such that for each \( 1 \leq i \leq k \), we have \( s_{i,j} = s_{i,j'} \) for any \( 1 \leq j, j' \leq b_i \). Now we construct a feasible \( y \in Q(B) \). For any \( e \in U \) such that \( e \in P_i \), we let \( y_e = s_{i,1} \). Then for any \( B \in B \), we have

\[
\prod_{e \in B} y_e = \prod_{i=1}^{k} s_{i,1}^{b_i} = \prod_{i=1}^{k} \prod_{j=1}^{b_i} s_{i,j} = 1.
\]
and therefore \( y \in Q(B) \). But a simple check shows that \( p(y) = q(s) \) and therefore we obtain that the left hand side is at least the right hand side.

Now consider any \( y \in Q(B) \). We claim that \( y_e = y_f \) if \( e, f \in P_i \) for some \( i \). Indeed consider a basis \( B \in B \) such that \( e \in B \) but \( f \notin B \). Such a basis exists since \( |P_i| > b_i \) by our assumption. Then we also have \( B' = B \cup \{ f \} \setminus \{ e \} \in B \). Since \( y^B = y^{B'} = 1 \) we obtain that \( y_e = y_f \). Now, for any \( 1 \leq i \leq k \) and \( 1 \leq j \leq k \), we let \( s_{ij} = y_e \) where \( e \in P_i \). Observe that \( \prod_{i=1}^{k} \prod_{j=1}^{b_i} s_{ij} = \prod_{e \in B} y_e \) for any basis \( B \) and therefore \( s \) satisfies the constraints. Moreover, \( q(s) = p(y(s)) = p(y) \) where we use the fact that \( y(s)_e = 1 \sum_{j=1}^{b_i} s_{i,j} = y_e \) for any \( e \in P_i \).

Thus we obtain the desired equality. \( \square \)

Now we apply Theorem 2.6 and prove the required guarantee.

**Lemma 2.9** Let \( B \in B \) be the random basis returned by the algorithm. We have

\[
E[\det(L_{B,B})] \geq \frac{d!}{d^d} \inf_{y \in Q(B)} p(y)
\]

**Proof:** From Lemma 2.7, we have that

\[
E[\det(L_{B,B})] = \left( \prod_{i=1}^{k} \frac{b_i!}{b_i^{b_i}} \right) \sum_{S \subseteq \{n\}} c_S.
\]

where \( c_S \) is coefficient of \( y^S \) in \( p(y) \). Now, observe that the coefficient of \( \prod_{i=1}^{k} \prod_{j=1}^{b_i} s_{ij} \) in \( q(s) = p(y(s)) \) equals \( \prod_{i=1}^{k} \frac{b_i!}{b_i^{b_i}} \sum_{S \subseteq \{n\}} c_S \). Applying Theorem 2.6, we obtain that coefficient of \( \prod_{i=1}^{k} \prod_{j=1}^{b_i} s_{ij} \) in \( q(s) \) which equals

\[
\frac{\partial^d q}{\partial s_{1,1} \ldots \partial s_{k,b_k}} \geq \frac{d!}{d^d} \inf_{s \in \mathbb{R}^d_{+}: \prod_{i=1}^{k} \prod_{j=1}^{b_i} s_{ij}} q(s).
\]

From the second claim in Lemma 2.8, we have that the right hand side is equal to \( \frac{d!}{d^d} \inf_{y \in Q(B)} p(y) \), and we obtain the desired inequality. \( \square \)

The special case of Theorem 1.1 for \( r = d \) now follows directly from Lemmas 2.1 and 2.9.

### 3 General Rank

We now consider the general case when the rank \( r \) of \( \mathcal{M} \) is at most \( d \), but not necessarily equal to \( d \). (Notice that the case \( r > d \) is trivial, as \( \det(L_{B,B}) \) would be 0 for any basis \( B \) of \( \mathcal{M} \).) We keep the notation from before.

#### 3.1 Elementary Symmetric Polynomials

Recall the definition of the degree \( k \) elementary symmetric polynomial \( \sigma_r \):

\[
\sigma_r(x_1, \ldots, x_n) = \sum_{S \subseteq [n]: |S| = r} x^S.
\]

We define the function \( \text{sym}_r \) on the space of \( d \) by \( d \) positive semidefinite matrices as

\[
\text{sym}_r(A) = \sigma_r(\lambda_1, \ldots, \lambda_d),
\]
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where $\lambda_1, \ldots, \lambda_d$ are the eigenvalues of the matrix $A$. Notice that $\sym_1(A)$ is the trace of $A$, and $\sym_d(A)$ is the determinant. In general,

$$\sym_r(A) = \frac{1}{(d-r)!} \frac{\partial^{d-r}}{\partial t^{d-r}} \det(A + tI)|_{t=0}. \quad (6)$$

Equation (6) gives a method for efficiently computing $\sym_r(A)$: we can compute in polynomial time $\det(A + tI)$ as a degree $d$ polynomial in $t$. Then $\sym_r(A)$ is exactly the coefficient of $t^{d-r}$ in this polynomial.

Suppose we have a rank $r$ matrix, e.g. $A = \sum_{i=1}^r a_i a_i^T$. Then $\sym_r(A)$ is equal to the product of eigenvalues of the matrix $A$. $A$ in turn has the same non-zero eigenvalues as the Gram matrix $G = ((a_i, a_j))_{i,j}$, so we have $\sym_r(A) = \det(G)$. It follows that $\sym_r(A)$ satisfies the usual scaling properties of the determinant, e.g.

$$\sym_r \left( \sum_{i=1}^n c_i a_i a_i^T \right) = \det(C^{1/2}GC^{1/2}) = \det(G) \prod_{i=1}^r c_i = \sym_r(A) \prod_{i=1}^r c_i, \quad (7)$$

where $C$ is the diagonal matrix with the numbers $c_1, \ldots, c_r$ on the diagonal.

We have the following well-known formula for any collection of vectors $a_1, \ldots, a_n \in \mathbb{R}^d$:

$$\sym_r(\sum_{i=1}^n a_i a_i^T) = \sum_{S \subseteq [n]:|S|=r} \sym_r(\sum_{i \in S} a_i a_i^T) \quad (8)$$

Equation (8) generalizes the Cauchy-Binet formula, which is the special case for $r = d$. For completeness, we include a proof in the appendix.

The following theorem has been proved several times, e.g. in [ML57, McL59], and is also a consequence of the Aleksandrov-Fenchel inequality for mixed discriminants (see e.g. [Sch93, Thm 6.8.1.] and [Gar02, Sect. 17]).

**Theorem 3.1** The function $\log \sym_r(A)$ is concave over the space of positive semidefinite matrices.

See the appendix for the relationship between Theorem 3.1 and the Aleksandrov-Fenchel inequality.

The derivatives of $\sigma_r$, and, therefore, $\log \sigma_r$ are easy to compute directly:

$$\frac{\partial}{\partial x_i} \log \sigma_r(x_1, \ldots, x_n) = \frac{\sigma_{r-1}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)}{\sigma_r(x)}. \quad (9)$$

Since $\log \sigma_r$ is a symmetric concave function (the concavity is the special case of Theorem 3.1 for diagonal matrices), by [Lew95, Thm 3.1] the gradient of $\log \sym_r(A)$ for a PSD matrix $A$ with singular value decomposition $A = W\Lambda W^T$ and vector of eigenvalues $\lambda = (\lambda_1, \ldots, \lambda_n)$ is given by

$$\nabla \log \sym_r(A) = W \text{diag}(\nabla \log \sigma_r(\lambda)) W^T,$$

where $\text{diag}(x)$ is the diagonal matrix with the entries of the vector $x$ on the diagonal. Therefore, $\nabla \log \sym_r(A)$ can be computed from the SVD decomposition of $A$ in polynomial time.

### 3.2 Geometric Concave Program

Our approach for matroids of general rank is analogous to the full rank case. The main difference is that, in formulating our geometric concave programming relaxations we replace determinants by $\sym_r$. Let, to this end, $f(x, y) = \sym_r(\sum_{e \in U} x_{ey} y_e v_e^T)$ for the rest of this section.

It is a standard fact that $f(x, y)$ is log-convex in $y$. We include a proof in the appendix for completeness.
Lemma 3.2. The function \( \log f(x, y) \) is convex in \( \log y \), where \( \log y \) is the vector obtained from \( y \in \mathbb{R}_+^U \) by taking logarithms coordinate wise.

We can now prove an analogue of Lemma 2.1. Let, as before \( P(B) \) denote the convex hull of the indicator vectors of bases of \( \mathcal{M} \), and \( Q(B) = \{ y \in \mathbb{R}_+^U : y_B = 1 \forall B \in B \} \).

Lemma 3.3. We have
\[
\max_{B \in B} \det(L_{B,B}) \leq \sup_{x \in P(B)} \inf_{y \in Q(B)} f(x, y).
\]
Moreover can compute an (near) optimal solution \( \tilde{x} \) to \( \sup_{x \in P(B)} \inf_{y \in Q(B)} f(x, y) \) in polynomial time.

Proof: Let \( B \in B \) be a maximizer of the left hand side, and let \( \tilde{x} = 1_B \). We show that \( f(\tilde{x}, y) = \det(L_{B,B}) \) for any \( y \in Q(B) \). Indeed, for any \( y \in Q(B) \) we have
\[
f(\tilde{x}, y) &= \text{sym}_r \left( \sum_{e \in B} y_e v_e v_e^T \right) = y_B^T \det(V_B^T V_B) = \det(L_{B,B}),
\]
where we used (7) together with the fact that \( V_B^T V_B \) is the Gram matrix of the vectors \( \{ v_e \}_{e \in B} \), and also we used that \( y_B^T = 1 \) for \( y \in Q(B) \) and \( B \in B \).

To show that the optimization problem on the right hand side can be solved in polynomial time, we formulate it as an equivalent convex optimization problem, similarly to the proof of Lemma 2.1. Define \( g(x, z) = \log \text{sym}_r (\sum_{e \in U} x_e z_e v_e v_e^T) \). By Theorem 3.1, \( g \) is a concave function of \( x \), and by Lemma 3.2, \( g \) is a convex function of \( z \). Moreover, for \( \tilde{Q}(B) = \{ z \in \mathbb{R}^U : \sum_{e \in B} z_e = 0 \ \forall B \in B \} \), we have
\[
\sup_{x \in P(B)} \inf_{y \in Q(B)} \log f(x, y) = \sup_{x \in P(B)} \inf_{z \in \tilde{Q}(B)} g(x, z).
\]
As argued in the proof of Lemma 2.1, optimization over \( \tilde{Q}(B) \) can be implemented efficiently given an independence oracle for \( \mathcal{M} \). Then, because \( g(x, z) \) is convex in \( z \), for any \( x \) we can find in polynomial time \( \inf_{z \in \tilde{Q}(B)} g(x, z) \) using a first-order oracle for \( g(x, z) \). As argued in Subsection 3.1, the first-order oracle can be implemented in polynomial time by computing singular value decompositions. Because \( g(x, z) \) is concave in \( x \) for any \( z \), \( \inf_{z \in \tilde{Q}(B)} g(x, z) \) is also concave in \( x \), and \( \sup_{x \in P(B)} \inf_{z \in \tilde{Q}(B)} g(x, z) \) can be approximated to any desired accuracy in polynomial time using the ellipsoid algorithm. \( \square \)

### 3.3 Rounding Algorithm

The rounding algorithm is identical to the full rank case, and the analysis is analogous. Given an optimal solution \( \tilde{x} \) to \( \sup_{x \in P(B)} \inf_{y \in Q(B)} f(x, y) \), we select a basis \( B \in B \) by picking \( b_j \) elements from \( P_j \) with replacement, and each element \( e \in P_j \) is selected with probability \( \frac{\tilde{x}_e}{\tilde{b}_j} \).

We reject the solution if \( B \not\in B \), which happens exactly when some element is sampled more than once. In case of rejection, we assume that the objective value achieved by the algorithm is 0.

Once again we define the polynomial \( p(y) = f(\tilde{x}, y) \). The analysis follows similar lines to the full rank case and the proof appears in the appendix.

Lemma 3.4. For any subset \( S \subseteq U \), we \( c_S \) denote the coefficient of \( y^S \) in \( p(y) \). The expected value of algorithm is
\[
E[\det(L_{B,B})] = \left( \prod_{i=1}^k \frac{b_i!}{\tilde{b}_i!} \right) \sum_{S \subseteq B} c_S.
\]
Define \( r = \sum_{i=1}^{k} b_i \) variables \( s_{i,j} \) for \( 1 \leq i \leq k \) and \( 1 \leq j \leq b_i \). We define a new polynomial \( q \) in these \( r \) variables analogously to the way we defined \( q \) in the full rank case. Let \( y(s) \) be a vector of variables indexed by \( U \) such that for any \( e \in P_i \), \( y(s)_e = \frac{1}{b_i} \sum_{j=1}^{b_i} s_{i,j} \). We then let \( q(s) = p(y(s)) \); \( q \) is a degree \( r \) homogeneous polynomial with \( r \) variables.

**Lemma 3.5** The polynomial \( q(s) \) is a \( r \)-variate homogeneous degree \( r \) stable polynomial and we have

\[
\inf_{\{s \in \mathbb{R}^d_+ : \prod_{i=1}^{k} \prod_{j=1}^{b_i} s_{i,j} = 1\}} q(s) = \inf_{y \in Q(B)} p(y).
\]

**Proof:** The function \( \log(q(s)) = \log(p(y(s))) \) is convex in \( \log s \), defined coordinatewise, since \( p(y) \) is monotone, convex in \( \log(y(s)) \) by Lemma 3.2, and each coordinate of \( \log(y(s)) \) is a convex function of \( \log s \). The proof of the second claim is then analogous to the proof of the second claim of Lemma 2.8. Next we prove the first claim.

The polynomial \( q \) is given by \( q(s) = \text{sym}_r(\sum_{i=1}^{k} \sum_{j=1}^{b_i} s_{i,j} A^i) \) for the PSD matrices \( A^i := \frac{1}{b_i} \sum_{e \in P_i} x_e v_e v_e^T \). By Theorem 2.4, the degree \( d \) homogeneous polynomial

\[
\tilde{q}(s, t) = \det(\sum_{i=1}^{k} \sum_{j=1}^{b_i} s_{i,j} A^i + tI)
\]

is stable. By equation (6),

\[
q(s) = \frac{1}{(d-r)!} \frac{\partial^{d-r} \tilde{q}(s, t)}{\partial t^{d-r}} |_{t=0}.
\]

Moreover, it follows from Lemma 3.3 that \( q \) cannot be identically zero, so, by Theorem 2.5, \( q \) is stable.

We are now ready to apply Theorem 2.6 and finish the proof.

**Lemma 3.6** Let \( B \in \mathcal{B} \) be the random basis returned by the algorithm. We have

\[
E[\det(L_{B,B})] \geq \frac{r!}{r^r} \inf_{y \in Q(B)} p(y)
\]

**Proof:** From Lemma 3.4, we have that

\[
E[\det(L_{B,B})] = \left( \prod_{i=1}^{k} b_i^{b_i} \right) \sum_{S \in \mathcal{B}} c_S.
\]

where \( c_S \) is coefficient of \( y^S \) in \( p(y) \). Now, observe that the coefficient of \( \prod_{i=1}^{k} \prod_{j=1}^{b_i} s_{i,j} \) in \( q(s) \) equals \( \prod_{i=1}^{k} \frac{b_i^{b_i}}{b_i^{b_i}} \sum_{S \in \mathcal{B}} c_S \). Using the fact, proved in Lemma 3.5, that \( q \) is stable and homogeneous of degree \( r \), and applying Theorem 2.6, we obtain that the coefficient of \( \prod_{i=1}^{k} \prod_{j=1}^{b_i} s_{i,j} \) in \( q(s) \) satisfies

\[
\frac{\partial^d q}{\partial s_{1,1} \ldots \partial s_{k,b_k}} \geq \frac{r!}{r^r} \inf_{\{s \in \mathbb{R}^d_+ : \prod_{i=1}^{k} \prod_{j=1}^{b_i} s_{i,j} \}} q(s).
\]

From the second claim in Lemma 3.5, we have that the right hand side is equal to \( \frac{r!}{r^r} \inf_{y \in Q(B)} p(y) \), and we obtain the desired inequality.

Theorem 1.1 follows directly from Lemmas 3.3 and 3.6.
4 Conclusion

In this paper, we gave a geometric concave program for the maximum determinant problem with partition constraints and showed a bound of $\frac{r^r}{r!}$ on the integrality gap where $r$ is the rank of the matroid. The upper bound was shown via a randomized algorithm whose analysis used the properties of stable polynomials. A natural open question is whether there is a deterministic algorithm achieving the same guarantee? This question achieves significance since the randomized algorithm can have significantly large variance and thus cannot guarantee a solution with the same or slightly worse guarantee with high probability.

The other natural question is whether the geometric concave program outlined in the paper can approximate the maximum determinant problem under general matroid constraints? As discussed in Section 2.1, the computational question of solving the geometric concave program is resolved in the presence of an independence oracle for the matroid. Unfortunately, the geometric program cannot detect whether the answer is zero or not even in the special case of graphic matroid constraints. Thus it cannot be used to give any multiplicative guarantee. However, we note that the problem of detecting whether the optimum solution is zero even under arbitrary matroid constraints can be reduced to the matroid intersection problem. This leaves open the possibility of achieving similar bounds for general matroid constraints.

Acknowledgements

We thank Nick Harvey for detailed comments on the writeup and Chris Meek for pointing us to the applications of determinantal point processes.

References


A Mixed Discriminants and Symmetric Polynomials

Here we give some background on the function $\text{sym}_r$ and its relationship to mixed discriminants. We also sketch a proof of equation (8) based on elementary properties of mixed discriminants and outline how Theorem 3.1 follows from the Alexandrov-Fenchel inequality.

**Definition A.1** Given $d \times d$ PSD matrices $A_1, \ldots, A_d$, the mixed discriminant is defined as

$$D(A_1; \ldots; A_d) = \frac{1}{d!} \sum_{\sigma \in S_d} \det(A^{(1)}_{\sigma(1)}, A^{(2)}_{\sigma(2)}, \ldots, A^{(d)}_{\sigma(d)})$$

where $A^{(j)}$ denotes the $j^{th}$ column of the matrix $A$. We denote

$$D(A_1, d_1; A_2, d_2; \ldots; A_k, d_k) = D(A_1, \ldots, A_{d_1}, A_2, \ldots, A_{d_2}, \ldots, A_k, \ldots, A_k)$$

where $A_i$ appears $d_i$ times.

The following lemma is quite useful.

**Lemma A.2** Given $d \times d$ PSD matrices $A_1, \ldots, A_m$, the mixed discriminant is symmetric:

$$D(A_1, \ldots, A_d) = D(A_{\sigma(1)}, \ldots, A_{\sigma(d)})$$  \hspace{1cm} (10)

for any permutation $\sigma \in S_d$. Also, the mixed discriminant is linear in each argument:

$$D(sA + tB, A_2, \ldots, A_d) = tD(A, A_2, \ldots, A_d) + sD(B, A_2, \ldots, A_d).$$  \hspace{1cm} (11)

Moreover, $D(A_1, \ldots, A_d) \geq 0$ and $D(A, d) = \det(A)$.

Finally, the following polynomial identity follows from the above properties:

$$\det(\lambda_1 A_1 + \lambda_2 A_2 + \ldots \lambda_m A_m) = \sum_{i_1, \ldots, i_d=1}^{m} \lambda_{i_1} \lambda_{i_2} \ldots \lambda_{i_d} D(A_{i_1}, \ldots, A_{i_d}).$$  \hspace{1cm} (12)
Recall that, by equation (6), sym\(_r(A)\) is the coefficient of \(t^{d-r}\) in the polynomial \(\det(A+tI)\), or, equivalently, the coefficient of \(s^r t^{d-r}\) in \(\det(sA + tI)\). Then, by the identity (12),

\[
sym\(_r(A) = D(A, r; I, d - r).
\]

(13)

It is easy to verify that \(D(aa^T, 2; a_2a_2^T, \ldots, a_{r-1}a_{r-1}^T; I, d - r) = 0\) for any sequence of vectors \(a, a_2, \ldots, a_{r-1} \in \mathbb{R}^d\). Then, from equation (13) and the symmetry and linearity properties (10), (11) it follows that

\[
sym\(_r\left(\sum_{i=1}^n a_i a_i^T\right) = \frac{1}{r} \sum_{i_1, \ldots, i_r=1}^n D(a_{i_1}a_{i_1}^T, \ldots, a_{i_r}a_{i_r}^T; I, d - r)
\]

But, by an analogous calculation, each term on the right hand side is equal to \(D(\sum_{i \in S} a_i a_i^T; r; I, d - r) = \text{sym}_r(\sum_{i \in S} a_i a_i^T)\) where \(S = \{i_1, \ldots, i_r\}\). This proves equation (8).

The Aleksandrov-Fenchel inequality for mixed discriminants is equivalent to the following theorem.

**Theorem A.3** For any PSD matrices \(A, B, A_{i+1}, \ldots, A_d\), the function \(f(\alpha) = D((1-\alpha)A + \alpha B, i; A_{i+1}, \ldots, A_d)^{1/r}\) is concave on \(0 \leq \alpha \leq 1\).

For more background and references about the Aleksandrov-Fenchel inequalities, see the book [Sch93, Sect 6.8.], and the survey [Gar02, Sect. 17]. A short proof of (a more general form of) Theorem A.3 using stable polynomials can be found in [Kho84].

Theorem 3.1 follows directly from Theorem A.3. By (13), Theorem A.3 and the AM-GM inequality, for any PSD matrices \(A, B\) we have

\[
sym\(_r((1-\alpha)A + \alpha B)^{1/r} = \left(\frac{1}{r}\right) D((1-\alpha)A + \alpha B, r; I, d - r)^{1/r}
\]

\[
\geq (1-\alpha)D(A, r; I, d - r)^{1/r} + \alpha D(B, r; I, d - r)^{1/r}
\]

\[
\geq D(A, r; I, d - r)^{(1-\alpha)/r} D(B, r; I, d - r)^{\alpha/r}
\]

\[
= \text{sym}_r(A)^{(1-\alpha)/r} \text{sym}_r(B)^{\alpha/r}.
\]

Taking logs on both sides and multiplying through by \(r\) gives Theorem 3.1.

**B Omitted Proofs**

**Proof of Lemma 3.2:** Let \(w, y \in \mathbb{R}^U_+\) and \(\alpha \in [0, 1]\) be arbitrary, and let \(z \in \mathbb{R}^U_+\) be defined by \(z_i = w_i^\alpha y_i^{1-\alpha}\). We need to prove \(f(x, z) \leq f(x, w)^\alpha f(x, y)^{1-\alpha}\). Using the formulas (7) and (8),
and applying Hölder’s inequality, we have

\[
f(x, z) = \sum_{\sum S \subseteq U: |S| = r} \text{sym}_r \left( \sum_{e \in S} x_e z_e v_e^T \right)
= \sum_{\sum S \subseteq U: |S| = r} z^S \text{sym}_r \left( \sum_{e \in S} x_e v_e^T \right).
\]

\[
= \sum_{\sum S \subseteq U: |S| = r} (w^S)^\alpha (y^S)^{1-\alpha} \text{sym}_r \left( \sum_{e \in S} x_e v_e^T \right)
\leq \left( \sum_{\sum S \subseteq U: |S| = r} w^S \text{sym}_r \left( \sum_{e \in S} x_e v_e^T \right) \right)^\alpha \left( \sum_{\sum S \subseteq U: |S| = r} y^S \text{sym}_r \left( \sum_{e \in S} x_e v_e^T \right) \right)^{1-\alpha}
= \left( \sum_{\sum S \subseteq U: |S| = r} \text{sym}_r \left( \sum_{e \in S} x_e w_e v_e^T \right) \right)^\alpha \left( \sum_{\sum S \subseteq U: |S| = r} \text{sym}_r \left( \sum_{e \in S} x_e y_e v_e^T \right) \right)^{1-\alpha}
= f(x, w)^\alpha f(x, y)^{1-\alpha}.
\]

This completes the proof.

Proof of Lemma 3.4: For any element \( e \in P_t \), let \( p_e = \frac{\bar{x}_e}{b_i} \) denote the probability with which \( e \) is included in the random sample. Then

\[
E[\det(L_{B, B})] = \sum_{S \in B(\mathcal{M})} \left( \prod_{i=1}^k b_i! \right) \det(L_{S, S}) \prod_{e \in S} p_e = \left( \prod_{i=1}^k b_i! \right) \sum_{S \subseteq B(\mathcal{M})} \bar{x}^S \det(L(S, S))
\]

From (7) it follows that that for any set \( S \) of size \( r \), \( \det(L(S, S)) = \text{sym}_r \left( \sum_{e \in S} v_e v_e^T \right) \), as \( L(S, S) \) is the Gram matrix of the vectors \( \{v_e\}_{e \in S} \). Now, formula (8) shows that

\[
p(y) = \text{sym}_r \left( \sum_{e \in U} \bar{x}_e y_e v_e v_e^T \right) = \sum_{\sum S \subseteq U: |S| = r} \bar{x}^S y^S \text{sym}_r \left( \sum_{e \in S} v_e v_e^T \right) = \sum_{\sum S \subseteq U: |S| = d} y^S \bar{x}^S \det(L(S, S)).
\]

Thus we have that the coefficient of \( y^S \) in \( p \) is \( c_S = \bar{x}^S \det(L(S, S)) \), giving us the lemma.