UNIFORM BOUNDEDNESS OF A PRECONDITIONED NORMAL MATRIX USED IN INTERIOR-POINT METHODS
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Abstract. Solving systems of linear equations with “normal” matrices of the form $AD^2A^T$ is a key ingredient in the computation of search directions for interior-point algorithms. In this article, we establish that a well-known basis preconditioner for such systems of linear equations produces scaled matrices with uniformly bounded condition numbers as $D$ varies over the set of all positive diagonal matrices. In particular, we show that when $A$ is the node–arc incidence matrix of a connected directed graph with one of its rows deleted, then the condition number of the corresponding preconditioned normal matrix is bounded above by $m(n - m + 1)$, where $m$ and $n$ are the number of nodes and arcs of the network.
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1. Introduction. Consider the linear programming (LP) problem $\min \{ c^T x : Ax = b, \ x \geq 0 \}$, where $A \in \mathbb{R}^{m \times n}$ has full row rank. Interior-point methods for solving this problem require that systems of linear equations of the form $AD^2A^T \Delta y = r$, where $D$ is a positive diagonal matrix, be solved at every iteration. It often occurs that the “normal” matrix $AD^2A^T$, while positive definite, becomes increasingly ill-conditioned as one approaches optimality. In fact, it has been proven (e.g., see Kovacevic and Asic [3]) that for degenerate LP problems, the condition number of the normal matrix goes to infinity. Because of the ill-conditioned nature of $AD^2A^T$, many methods for solving the system $AD^2A^T \Delta y = r$ become increasingly unstable. The problem becomes even more serious when conjugate gradient methods are used to solve this linear system. Hence, the development of suitable preconditioners which keep the condition number of the coefficient matrix of the scaled system under control is of paramount importance. We should note, however, that in practice the ill-conditioning of $AD^2A^T$ generally does not cause difficulty when the system $AD^2A^T \Delta y = r$ is solved using a backward-stable direct solver (see, e.g., [12, 13] and references therein).

In this paper, we analyze a preconditioner for the normal matrix $AD^2A^T$ that has been proposed by Resende and Veiga [7] in the context of the minimum cost network flow problem and subsequently by Oliveira and Sorensen [6] for general LP problems. The preconditioning consists of pre- and postmultiplying $AD^2A^T$ by $D_B^{-1}B^{-1}$ and its transpose, respectively, where $B$ is a suitable basis of $A$ and $D_B$ is the corresponding diagonal submatrix of $D$. Roughly speaking, $B$ is constructed in such a way that...
columns of \( A \) corresponding to larger diagonal elements of \( D \) have higher priority to be in \( B \). Our main result is that such a preconditioner yields coefficient matrices with a uniformly bounded condition number regardless of the value of the diagonal elements of \( D \). In the context of interior-point methods, this means that the condition number of the preconditioned normal matrix has a bound that does not depend on the current iterate, regardless of whether it is well centered. We also show that when applied to network flow-based LPs, the condition number of the preconditioned normal matrix is bounded by \( m(n - m + 1) \), where \( m \) and \( n \) are the number of nodes and arcs of the network.

The bound on the condition number of the preconditioned normal matrix developed in this paper is given in terms of a well-known quantity, commonly denoted by \( \bar{\chi}_A \), and defined as

\[
\bar{\chi}_A = \sup\{\|A^T(AD^2A^T)^{-1}AD\| : D \in \mathcal{D}_{++}\},
\]

where \( \mathcal{D}_{++} \) is the set of all positive diagonal matrices. Its finiteness was first established by Dikin [1]. Subsequently, \( \bar{\chi}_A \) has been systematically studied by several authors including Stewart [8], Todd [9], and Todd, Tunçel, and Ye [10], and has also played a fundamental role in the analysis of interior-point algorithms (see, for example, Vavasis and Ye [11] and Monteiro and Tsuchiya [4, 5]).

1.1. Notation and terminology. The following notation is used throughout the paper. The superscript \(^T\) denotes transpose. \( \mathbb{R}^p \) denotes the \( p \)-dimensional Euclidean space. The set of all \( p \times q \) matrices with real entries is denoted by \( \mathbb{R}^{p \times q} \). The \( j \)th component of a vector \( w \) is denoted by \( w_j \). The \( j \)th column and \((i, j)\)th entry of a matrix \( F \) is denoted by \( F_j \) and \( F_{ij} \), respectively. Given an ordered index set \( \alpha \subseteq \{1, \ldots, p\} \), a vector \( w \in \mathbb{R}^p \), and a matrix \( F \) with \( p \) columns, we denote the subvector \((w_j : j \in \alpha)\) by \( w_\alpha \) and the submatrix \([F_j : j \in \alpha]\) by \( F_\alpha \). For a matrix \( Q \), we denote its largest and smallest eigenvalues by \( \lambda_{\text{max}}(Q) \) and \( \lambda_{\text{min}}(Q) \), respectively. The notation \( \| \cdot \| \) denotes the vector Euclidean norm or matrix operator norm, respectively, depending on the context. The Frobenius norm of \( Q \in \mathbb{R}^{p \times r} \) is given by 

\[
\|Q\|_F \equiv (\sum_{i=1}^p \sum_{j=1}^r Q_{ij}^2)^{1/2}.
\]

For a vector \( d \), \( \text{Diag}(d) \) is the diagonal matrix having the elements of \( d \) on its diagonal.

2. The preconditioner and main results. In this section, we describe the preconditioner studied in this paper and establish its main properties.

We first describe a procedure which, given an \( n \times n \) diagonal matrix \( D \in \mathcal{D}_{++} \), finds a suitable basis of a full row rank matrix \( A \in \mathbb{R}^{m \times n} \) obtained by giving higher priority to the columns of \( A \) with larger corresponding diagonal elements of \( D \). The use of this basis as a way to obtain preconditioners of matrices of the form \( AD^2A^T \) was originally proposed by Resende and Veiga [7] in the context of minimum cost network flow problems and was subsequently extended by Oliveira and Sorensen [6] to the context of general LP problems. Note that when this procedure is used in the context of minimum cost network flow interior-point methods, it produces a maximum spanning tree for the network, whose arc weights are given by the diagonal elements of \( D \).

Algorithm for determining basis \( B \). Let a pair \((A, d) \in \mathbb{R}^{m \times n} \times \mathbb{R}^n_{++} \) be given such that \( \text{rank}(A) = m \). Then:

1. Order the elements of \( d \) such that \( d_1 \geq \cdots \geq d_n \); order the columns of \( A \) accordingly.
2. Let \( B = \emptyset \) and set \( l = 1 \).
3. While \(|\mathcal{B}| < m\), do
   (i) If \(A_j\) is linearly independent of \(\{A_j : j \in \mathcal{B}\}\), set \(\mathcal{B} = \mathcal{B} \cup \{l\}\).
   (ii) \(l \leftarrow l + 1\).
4. Let \(\mathcal{N} = \{1, \ldots, n\} \setminus \mathcal{B}, \mathcal{B} = A_{\mathcal{B}},\) and \(N = A_{\mathcal{N}}\).

We will refer to a basis \(B\) produced by the above scheme as a maximum weight basis associated with the pair \((A, d) \in \mathbb{R}^{m \times n} \times \mathbb{R}_{++}^n\). We begin with a technical, but important, lemma.

**Lemma 2.1.** Let \((A, d) \in \mathbb{R}^{m \times n} \times \mathbb{R}_{++}^n\) be given such that \(\text{rank}(A) = m\). Suppose that \(B\) is a maximum weight basis associated with the pair \((A, d)\) and define \(D = \text{Diag}(d)\) and \(D_{\mathcal{B}} = \text{Diag}(d_{\mathcal{B}})\). Then, for every \(j = 1, \ldots, n\),

\[
d_j \|D_{\mathcal{B}}^{-1}B^{-1}A_j\| \leq \|B^{-1}A_j\|.
\]

As a consequence, we have

\[
d_j \|D_{\mathcal{B}}^{-1}B^{-1}A_j\| \leq \frac{d_j}{\min(d_{\mathcal{B}})}\|B^{-1}A_j\| \leq \|B^{-1}A_j\|.
\]

Proof. We first prove (1). For every \(j \in \mathcal{B}\), both sides of (1) are the same and hence (1) holds as an equality in this case. Assume now that \(j \in \mathcal{N}\). We consider the following two distinct cases: (i) \(A_j\) was not considered to enter the basis \(B\) in step 3 of the above scheme, and (ii) \(A_j\) was a candidate to enter the basis but failed to make it. Consider first case (i). In this case, we have \(d_j \leq \min(d_{\mathcal{B}})\) since the \(d_k\)'s are arranged in nonincreasing order at step 1 of the above scheme. Thus, we have

\[
d_j \|D_{\mathcal{B}}^{-1}B^{-1}A_j\| \leq \frac{d_j}{\min(d_{\mathcal{B}})}\|B^{-1}A_j\| \leq \|B^{-1}A_j\|.
\]

Consider now case (ii). Suppose that \(A_j\) was a candidate to become the \(r\)th column of \(B\). Since it failed to enter \(B\), it must be linearly dependent on the first \(r - 1\) columns of \(B\). Hence,

\[
B^{-1}A_j = \begin{pmatrix} u \\ 0 \end{pmatrix}
\]

for some \(u \in \mathbb{R}^{r-1}\). Hence, using the fact that \(d_{\mathcal{B}_i} \geq d_j\) for every \(i = 1, \ldots, r - 1\), we conclude that

\[
d_j \|D_{\mathcal{B}}^{-1}B^{-1}A_j\| \leq d_j \left(\sum_{i=1}^{r-1} \frac{u_i^2}{d_{\mathcal{B}_i}}\right)^{1/2} \leq \left(\sum_{i=1}^{r-1} u_i^2\right)^{1/2} = \|u\| = \|B^{-1}A_j\|.
\]

We next prove (2). The first and third inequalities of (2) are well known. The second inequality follows from (1), the identity \(\|R\|_F^2 = \sum_{j=1}^n \|R_j\|_2^2\) for every \(R \in \mathbb{R}^{m \times n}\), and the fact that the \(j\)th column of \(D_{\mathcal{B}}^{-1}B^{-1}AD\) is \(d_j D_{\mathcal{B}}^{-1}B^{-1}A_j\).

Given a pair \((A, d) \in \mathbb{R}^{m \times n} \times \mathbb{R}_{++}^n\) such that \(\text{rank}(A) = m\), we next consider a preconditioner for a system of equations of the form \(AD^2A^T p = r\), where \(D = \text{Diag}(d)\). Pre- and postmultiplying its coefficient matrix by an invertible matrix \(R \in \mathbb{R}^{m \times n}\), we obtain the equivalent system

\[
R(AD^2A^T)R^T \tilde{p} = Rr,
\]

where \(\tilde{p} = R^{-T}p\). The following results give a suitable choice of \(R\) for which the condition number of the coefficient matrix of the above system is uniformly bounded as \(d\) varies over \(\mathbb{R}_{++}^n\).
Lemma 2.2. Let \((A,d) \in \mathbb{R}^{m \times n} \times \mathbb{R}_{++}^n\) be given such that \(\text{rank}(A) = m\). Suppose that \(B\) is a maximum weight basis associated with the pair \((A,d)\) and define \(D \equiv \text{Diag}(d), D_B \equiv \text{Diag}(d_B)\), and \(R \equiv D_{B}^{-1}B^{-1}\). Then
\[
\text{cond}(RAD^2A^TR^T) \leq \|B^{-1}A\|_F^2 \leq m\|B^{-1}A\|^2.
\]

Proof. By Lemma 2.1, we have \(\|RAD\| \leq \|B^{-1}A\|_F\). Hence,
\[
\lambda_{\text{max}}(RAD^2A^TR^T) = \|RAD\|^2 \leq \|B^{-1}A\|_F^2 \leq m\|B^{-1}A\|^2.
\]
Moreover, since
\[
R(ADA^T)R^T = D_{B}^{-1}B^{-1}(BD_B^2B^T + ND_N^2N^T)B^{-T}D_{B}^{-1} = I + WW^T,
\]
where \(W \equiv D_{B}^{-1}B^{-1}ND_N\) and \(D_N \equiv \text{Diag}(d_N)\), we conclude that
\[
\lambda_{\text{min}}(RAD^2A^TR^T) \geq 1.
\]
Hence, the lemma follows. \(\square\)

We will refer to the preconditioner \(R\) described in Lemma 2.2 as a maximum weight basis preconditioner. Finally, as shown by Todd, Tunçel, and Ye [10] and Vavasis and Ye [11], we have
\[
\bar{\chi}_A = \max\{\|B^{-1}A\| : B\ \text{is a basis of} \ A\}.
\]

Thus we arrive at our main result.

Theorem 2.3. Let \((A,d) \in \mathbb{R}^{m \times n} \times \mathbb{R}_{++}^n\) be given such that \(\text{rank}(A) = m\). Suppose that \(B\) is a maximum weight basis associated with the pair \((A,d)\) and define \(D \equiv \text{Diag}(d), D_B \equiv \text{Diag}(d_B)\), and \(R \equiv D_{B}^{-1}B^{-1}\). Then
\[
\text{cond}(RAD^2A^TR^T) \leq m\bar{\chi}_A^2.
\]

Another important consequence of Lemma 2.2 is the following result.

Theorem 2.4. Let \(A \in \mathbb{R}^{m \times n}\) denote the node–arc incidence matrix of a connected directed graph with one of its rows deleted. Suppose that \(B\) is a maximum weight basis associated with the pair \((A,d)\) for some \(d \in \mathbb{R}_{++}^n\). Letting \(D \equiv \text{Diag}(d), D_B \equiv \text{Diag}(d_B)\), and \(R \equiv D_{B}^{-1}B^{-1}\), we have
\[
\text{cond}(RAD^2A^TR^T) \leq m(n - m + 1).
\]

Proof. Using the structure of \(A\), it is easy to see that \(\|B^{-1}A\|_F^2 \leq m + (n-m)m = m(n - m + 1)\). The result now follows directly from Lemma 2.2. \(\square\)

3. Concluding remarks. As mentioned earlier, using a maximum weight basis preconditioner in the context of network flow problems yields a maximum spanning tree preconditioner first proposed by Resende and Veiga [7]. In such a case, Judice et al. [2] have attempted to show that the condition number of the preconditioned matrix is bounded. However, their proof is incomplete, in that it deals only with three out of four possible cases, the neglected case being the most difficult and interesting one. Our proof does not attempt to correct theirs; rather, it is based on an entirely different approach. Moreover, our approach also holds for general LP problems in standard form, and shows that the derived bounds on the condition number of the preconditioned normal matrices \(R(AD^2A^T)R^T\) hold for any \(D \in D_{++}\). In the context
of interior-point methods, this means that the condition number of the preconditioned normal matrix has a bound that does not depend on the current iterate, regardless of whether it is well centered.

Certain computational issues arise from our analysis. When determining the maximum weight basis $B$, one must determine whether a set of columns in $A$ is linearly independent. This process tends to be sensitive to roundoff errors. Once the set $B$ is determined, the matrix $R$ can be computed in a stable fashion, since the condition numbers for all possible bases $B$ are uniformly bounded and multiplication by the diagonal matrix $D^{-1}_{B}$ can be done in a componentwise manner.

The authors believe that the preconditioner studied in this paper will be computationally effective only for some special types of LP problems. For example, the papers [2, 7] developed effective iterative interior-point methods for solving the minimum cost network flow problem based on maximum spanning tree preconditioners. Another class of LP problems for which iterative interior-point methods based on maximum weight basis preconditioners might be useful are those for which bases of $A$ are sparse but the normal matrices $AD^2A^T$ are dense; this situation generally arises in the context of LP problems for which $n$ is much larger than $m$. Investigation of the many classes of LP problems which would benefit from the application of such methods is certainly an important area for future research.
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