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@ Random walks: fundamental mathematical models

@ Maximum of a random walk:
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Setting:
@ Random walk (S, := Y7Ly Xj) oo X ~iid
@ Assume negative drift: EX; < 0._ Hence S, —+ —cc a.s.
@ Level b > 0, hitting time 7, :=inf{n : S, > b}

SAMPLING problem (2011+)

ESTIMATION problem (70’s+)

Estimate Conditional on 7 < oo, sample
P(Tb<oo) 81,82,...,8%
i.e. probability that b is crossed i.e. paths crossing level b

Our problem / This talk
Sampling problem, when increments are of the form
P(X > t) = const/t* ast— oo (Regularly Varying)
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Change of measure technique |

@ Standard approach: change of measure technique
“sample a path from another distribution Q;
decide output using likelihood ratio dP/dQ”

@ Example:
P: Xj~ N(—u,1) ~ insteaduse Q: X; ~ N(+p,1)

For X; ~ N(+u,1), i.e. from Q,
p(Xi+p) ¢(Xotn)  o(Xny+n)

dP (Sp:0<n<mp)
P : T =
dQ T =0 o(Xi—p) d(Xo—p)  S(Xr,—11)
= e X gk . g2uXy
e—2,u,37b

General scheme

one-step changed
transiton P(S,S+dx) ~ onestep Q(S,5+dx) ~
kernel kernel
one-step path
likelihood %(s, S+X) ~ likelihood %(Sn :0<n<1)
ratio ratio
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Change of measure technique Il

I

Efficiency: does a Q makes sampling easier? What's “easier”?

Lemma (Linear running time)
If

liminf EZX — Qs(X > u)du >0

b—s—o0 b—s

then E%r, = O(b). In particular, Q(1, < c0) = 1.

Lemma (Efficient path sampling)

The following are equivalent:
@ ForallBC {1p < oo}, Q((Sn)n€ B)>P((Sn)n € B)
© {5(Sn:0<n<)1 3 <1 Q-as.
@ Acceptance-Rejection algorithm does the following:

e sample a Bernoulli with parameter P(7, < o0),
without knowing value of P(1p < 00)
o if Bernoulli= 1, provide a sample (Sy)’o ~ P( - |mp < 00).
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Our setting I: regularly varying distributions

Definition (Light- and heavy-tailed distributions)
@ X is (right) light-tailed iff as t — oo
“P(X > t) decays faster than an exponential”

@ X is (right) heavy-tailed iff as t — oo
“P(X > t) decays slower than any exponential”

Definition (Regularly Varying distributions)
Heuristically,

const.

o I — oo

P(X >t)~

and similar distributions.

@ Regularly varying C heavy-tailed
@ We want EX; finite = necessarily a > 1
@ Problems with heavy-tails: “heavier tail = harder problem”
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Our setting Il: Q of Blanchet Glynn 2008

@ Motivation: transition kernel P*(y, dz) of P(:|7p < o0) is

u*(2)
u*(y)

P*(y,dz) = P(y,dz) - for u*(z) == Pz(mp < 0)
————

don’t know this guy!
@ Blanchet Glynn 2008: use

Q(y,dz) = P(y,dz) - v(z) forv(z) ~u*(z) as b—z — >

w(y)
where w(y) = normalizing constant.
@ Pakes-Veraberbeke Theorem (70’s): for X;’s regularly
varying,

1 [e%¢)
Po(1p < 00) ~ / P(X >s)ds b — .
———  |EX] Jp

u* ~~

approx. of u* = use as v !

B/9



Our result

Consider
@ X; ~ regularly varying right-tails, with « > 1 and E| Xj| < oo
@ Q = change of measure of Blanchet Glynn 2008
@ b > 0 arbitrary

@ The following are equivalent:

o ae(1,3) < i.e. only for “heaviest tailed” case!
Q Although Q(1p < ) =1,
E%r, = oo whena € (1,3) < so it's impractical ®

But anyway, what’s special about oy = 3/2 ?
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A recurrent threshold for «

@ “One can estimate probability P(1p < co) efficiently” if
E® (&(Sn: 0<n<7) ry<00} ) S B(7p < 00)2 - O(1)

@ “One can sample path Sy, ..., S, ~ P(-|7, < o0) efficiently” if
E(Sn:0<N<Tp) 1 (reey <1 Q-as,

@ ‘Linear running time”if E%r, = O(b)

Other changes of measure showing threshold oy = 3/2:

| Measure | Problem | Result | By |
Q from Blanchet Efficiency & «a € (1, ap).
Glynn (2008) Sampling But oo run time. Us
Q from Blanchet Efficiency + linear
Liu (2012) Estimation | runtime & « € (ap,00). | [BL12]
Q from Murthy Efficiency + linear
Juneja Blanchet (2013) | Estimation | runtime <& a € (ap,00). | [MJB13]
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Summary & conclusions

@ Problem: efficient path sampling of
(81,. . S’fb) ~ ]P)('|Tb < OO)

when increments ~ regularly varying

@ General framework for sampling efficiently rare events
@ Showed that with Blanchet Glynn (2008) change of
measure and with regularly varying tails:
e Sampling paths efficiently < « € (1, 3/2)
@ i.e. only “works” for heaviest tails!
e However E%7, = oo for a € (1, 3/2)
@ Threshold ag = 3/2 also appears in other simulation
problems using change of measure

@ Surprising: these problems have different requirements,
but same « arises!
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Thanks!



